LIVER CANCER PREDICTION FOR TYPE-II DIABETES USING CLASSIFICATION ALGORITHM
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Abstract: In recent years, type II diabetes with liver cancer became a serious disease that threatens the health and mind of human. Efficient predictive modelling is required for medical researchers and practitioners. To develop a prediction model using data mining technique for type II diabetes patients with liver cancer within 6 years of diagnosis. Data has been collected from the NHIRD (National Health Insurance Research Database). That selected patients who were newly diagnosed with type II diabetes. In this data 2060 cases were founded and assigned them to a case group (diagnose patients with liver cancer) and control group (diagnosed patients without liver cancer). In this proposal a liver cancer prediction for type II diabetes predictive model based on random forest which aims at analysing some readily available indicator (age, liver diseases, Alcoholic fatty liver diseases, hyperlipidaemia, etc.) using this the risk factor were identified, then chi-square test was conducted on each independent variable to make a differentiate between patients with liver cancer and patients without liver cancer. The dataset were randomly divided into two groups (training group and testing group). The training group contain of 70% of dataset (1442 cases) where the prediction model was done using training dataset. The remaining 30% of dataset is assigned to the test group for model validation. Random forest algorithm uses multiple decision trees to train the samples, and integrates weight of each tree to get the final results. The validation result shows that the random forest algorithm can greatly reduce the problem of modelling error of the single decision tree, and it can effectively predict the impact of these readily available indicators on the risk liver cancer for diabetes patients. Additionally, to get better prediction accuracy in random forest model than using the Artificial Neural Network (ANN), AdaBoost and Logistic Regression algorithm.
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I. INTRODUCTION

Liver cancer is the sixth most common cancer world-wide and is the third leading cause of cancer related to death [1,2]. The main reason for liver cancer is alcohol usage [3] and a high occurrence of hepatitis b and hepatitis c, which added to chronic cirrhosis and hepatocellular carcinoma [4]. the another study shows non-alcoholic fatty liver diseases is common in type-II diabetes patients [5] and several liver diseases like alcoholic fatty liver diseases, non-alcoholic fatty liver diseases and cirrhosis may also increase the risk of liver cancer development [6–8].

Although these risk factor have been investigated adequately, that more papers reporting a negative and positive association between cancer and diabetes. The pathogenic contrivances underlying the relationship between cancer and diabetes were explained [9]. The us studies have indicated that type II diabetes at the risk of cancer with those without diabetes [10-12]. To diabetes patients the liver and pancreas are exposed to high involvement of insulin, it has the high probability of liver cancer may increase [13]. In recent years, using predictive classification in medical diagnosis has received a strong boost owing to earnest research activity in this field in recent times. And majority of papers published deal with the goal of improving accuracy. For example, Karol Grudzinski used the KNN algorithm (k=22) to obtain the highest accuracy of the model is 75.5% [14]. The neural network achieved an accuracy of 75.4% whereas the Bayesian approach achieved 79.5% accuracy in reference [15]. Allah Verdi proposed a hybrid neural network (artificial neural networks (ANN) and fuzzy neural network (FNN) model), the precision of this method to get the value of 84.24% [16]. Although the accuracy of the model has been improving, it is obvious that the research methods and the improved algorithms are the indisputable single classifier. However, the ensemble classifier is better than the single classifier in many cases. Also, these predictors in the model are not directly visible and need to be measured by certain medical equipment, which increases the cost of the patient's diagnosis. Besides, the datasets contain a lot of readily available indicators (such as sex, age, alcoholic cirrhosis, non-alcoholic cirrhosis, alcoholic hepatitis, viral hepatitis, other types of chronic hepatitis,), using these indicators to predict diabetes patients that can greatly reduce the cost of diabetes liver cancer prediction so the system may choose these external readily available indicators to judge the impact on diabetes and try to prevent it in the bud. Random forest is an ensemble classifier composed of multiple decision trees, which has the advantages of high accuracy and good robustness [17]. Therefore, the present study uses random forest as the basic classifier.

On the basis of the prediction model, the main concept is to develop an application to enable physicians to detect the probability of liver cancer in future 6-year period.

II. PROPOSED MODEL
2.1. Data source

Data were taken from the NHIRD of Taiwan. The NHIRD encompasses all medical privileges data of almost 23.72 million people, including over 99% of the Taiwan population [18]. This study used the LHIRD (Longitudinal Health Insurance Database) 2010, which covers the health insurance data of 2 million people in 6 year time period [19].

This paper chose recently determined patients to have compose type II diabetes patients (from 2000 to 2003 who did not have a history of cancer \( n = 65,871 \)) [19]. A while later, this model utilizes encoded singular recognizable proof information to perform information linkage with the disease registry database to distinguish whether the patients had been determined to have liver growth (International Classification of Diseases, ICD-O-3 = C22.0 and C22.1) between 2001 and 2009. In Fig. 1, it is found 515 diabetes patients who established liver cancer within 6 years after diabetes diagnosis. Those studies [20-21] have reported that the ratio of the test group to the control group should not be more than 1:3 ratio; using other ratios it may lead to a biased comparison.

Fig. 1 Research Flow

2.2 Random Forest model

The random forest algorithm, proposed by Dr. Breiman in 2001, has been to a great degree effective as a universally useful grouping and relapse technique. The approach, which joins separate randomized decision trees and aggregates their predictions by averaging which has shown excellent performance in settings where the quantity of factors is significantly bigger than the quantity of observations [22]. It is an algorithm based on statistical learning theory, which uses Bootstrap randomized resampling way to extract multiple versions of the sample sets from the original training datasets, then building a decision tree model for each sample set, the final combined all the results of the decision trees to predict the results of classification by the established voting mechanism. The detailed process is shown in Fig. 2.

Fig. 2. Flow chart of the random forest algorithm

Hyperlipidaemia, and age. Additionally, the random forest model have some features of missing values in different degrees, including alcoholic cirrhosis, non-alcoholic cirrhosis, alcoholic hepatitis, viral hepatitis, etc. However, our study are mainly used some readily available indicators to predict the risk of liver cancer for diabetes, it can conduct dimensionality reduction first. The key advantage of dimensionality reduction is to enhance the execution of the calculation, because the dimensionality reduction can separate the unrelated features and reduce the noise [25]. As the statistical result are shown in TABLE I.

2.3 Data Pre-Processing

The data should be carefully collected, integrated and prepared for analysis. In this study, the model applied the techniques of data pre-processing to improve the quality of the mining results and the efficiency of the mining process. The raw dataset is provided by NHIRD of Taiwan. Which has 2060 cases The raw data was randomly categorized into two groups (training group and test group); the training group consist of 1442 cases (70% of dataset). The prediction model was developed based on training dataset. The remaining 30% cases is assigned as test group. The 70/30 percentage rule was applied on the basis of some studies such as by Antonio Mucherino [23] and CogNova Technologies [24], and each tester consists of 10 features including age group, gender, alcoholic cirrhosis, other cirrhosis, alcoholic hepatitis, viral hepatitis, etc.
In order to improve the accuracy of the model, the continuous features are often needed to be discretized[26]. Discretization involves two tasks: First, to determine the number of classification that it need; Second, to determine how to map continuous features values to these classification values. For the first sub-tasks, it can handle this like: after the continuous features values are sorted, divide them into n intervals by specifying the n-1 points. As for the second subtasks, it will map all the values in an interval to the corresponding classification value. Therefore, the discretization is to choose the number of split points and the split point; there are three kinds of methods to determine the split point, namely: width discretization, frequency discretization and k-means discretization. After the experimentation, the performance of k-means discretization is the best [27].According to the centre point of each feature obtained by k-means discretization, the features of discretization are shown in TABLE II

<table>
<thead>
<tr>
<th>Factors</th>
<th>P-value</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.869</td>
<td></td>
</tr>
<tr>
<td>Age group</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>Alcoholic liver cirrhosis</td>
<td>0.018*</td>
<td></td>
</tr>
<tr>
<td>Liver cirrhosis</td>
<td>&lt;0.001*</td>
<td></td>
</tr>
<tr>
<td>Alcoholic hepatitis</td>
<td>0.134</td>
<td></td>
</tr>
<tr>
<td>Viral hepatitis</td>
<td>&lt;0.001*</td>
<td></td>
</tr>
<tr>
<td>Chronic hepatitis</td>
<td>&lt;0.001*</td>
<td></td>
</tr>
<tr>
<td>Alcoholic fatty liver</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>Other fatty liver</td>
<td>0.248</td>
<td></td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>&lt;0.001*</td>
<td></td>
</tr>
</tbody>
</table>

*P-value < 0.05, it means the factor have significant relationship with liver cancer.

Table II. Discretized features

<table>
<thead>
<tr>
<th>Name</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0</td>
<td>0.55–0.90</td>
<td>≥1</td>
</tr>
<tr>
<td>Liver cirrhosis</td>
<td>0</td>
<td>0.001–0.015*</td>
<td>≥1</td>
</tr>
<tr>
<td>Alcoholic hepatitis</td>
<td>0</td>
<td>0.01–0.134</td>
<td>≥1</td>
</tr>
<tr>
<td>Alcoholic fatty liver</td>
<td>0</td>
<td>0.001–0.134</td>
<td>≥1</td>
</tr>
</tbody>
</table>

In order to validate the effectiveness of the proposed methods, it utilizes another three algorithm, namely ANN model, Logistic regression algorithm and AdaBoost algorithm. Additionally, in order to further demonstrate the effectiveness of the method used in this study. This model is designed in a different set of contrast experiments. First, the data set was divided into four subsets (20%, 40%, 60%, and 80%) of the total data set, respectively, and each model was compared in each subset. The overall framework of model building is shown in Fig.3

![Fig.3 The framework of model building](image-url)
IV. RESULTS ANALYSIS AND MODEL EVALUATION

According to the above experiment, it is easy to see that the root node of each tree in a random forest, including Alcoholic liver cirrhosis, Liver cirrhosis, Alcoholic hepatitis, Alcohol fatty liver and Age. It indicates that these are all important external indicators to determine whether they are suffering from liver cancer. The rules are as follows:

1) If Liver cirrhosis ≥0 and Alcoholic fatty liver ≥1, then diabetic.
2) If Alcoholic fatty liver ≥1 and Chronic hepatitis ≤1, then diabetic.

If the first rule is considered, the rule is supported by a previous study, which showed that Liver cirrhosis or Alcohol fatty liver discriminate better the cases with diabetes from those without, as compared with Alcoholic hepatitis. Considering the second rule, recent study have shown a similar study which showed that Alcoholic fatty liver -to- Chronic hepatitis can be used to identify liver cancer for Type II diabetes.

In medical diagnosis accuracy, sensitivity and specificity are the common measures of performance metrics. Accuracy determines ability of the classifier to produce accurate disease diagnosis. Sensitivity measures the ability of the model to identify the occurrence of target class accurately. Specificity measures the ability of the model to separate the target class. The Accuracy, Sensitivity and Specificity are measured as follows [29].

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

\[ \text{Sensitivity} = \frac{TP}{TP + FP} \]

\[ \text{Specificity} = \frac{TN}{TN + FP} \]

Where the True Positives (TP) and True Negatives (TN) are correct classifications. A False Positive (FP) occurs when the outcome is incorrectly predicted as yes (or positive) when it is actually no (negative). A False Negative (FN) occurs when the outcome is incorrectly predicted as no when it is actually yes.

The k-fold cross validation is a best measure for classifier performance [30]. Therefore, in our study, it uses the 10-fold cross validation method to evaluate the reliability of the model. According to the Eq. (3), the accuracy rate of the random forest model is 85.00%, which is calculated by the 10-fold cross validation method. In addition, this paper also carried out ANN, Logistic regression and AdaBoost algorithms to obtain accuracy of the model are as follows: 78.57%, 79.89% and 84.19%. Fig. 4 presents the bar graph of accuracy for 4 models.

![Fig. 4. Accuracy for different models](image)

According to the Eq. (4), Eq. (5), it is found that the sensitivity reached a comparative high level, they achieved a sensitivity of 91.17%, 92.11%, 99.05% and 100% respectively. While the specificity achieved a quite low level. By observing the data and searching the literature, it is found that the data imbalance leads to this problem. And this is a direction for the next research. However, compared to ANN, Logistic regression and AdaBoost, the accuracy and sensitivity of random forest model are more satisfactory. It has a certain guiding significance for the early warning of diabetes whether having liver cancer or not. Taking into account the amount of data used in the experiments is relatively small, it is made 4 groups of comparative experiment to strengthen the persuasiveness of experiments. According to the characteristics of the data set, the model is being set up four subsets of different sizes, accounting for 20%, 40%, 60%, 80% of the total data set, respectively. With the above methods, the accuracy of each experimental group were shown in TABLE III.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>60.00%</td>
<td>67.78%</td>
<td>80.07%</td>
<td>84.13%</td>
</tr>
<tr>
<td>ANN</td>
<td>66.65%</td>
<td>69.93%</td>
<td>78.64%</td>
<td>80.50%</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>62.25%</td>
<td>66.73%</td>
<td>66.36%</td>
<td>72.94%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>66.70%</td>
<td>70.10%</td>
<td>79.06%</td>
<td>81.61%</td>
</tr>
</tbody>
</table>

Table III. Comparison with different scale data

In order to better observe the effect of random forest algorithm in each experimental group, and make its line graph. It is shown in Fig. 5.

In Fig. 6, it can be concluded that with the expansion of the data, the accuracy of the random forest model is constantly improved. Additionally, the accuracy of the random forest model is also constantly improving while the same amount of increased data in the similar proportion of cases. So the random forest model can effectively predict the liver cancer for type II diabetes patients in the case of a sufficient amount of data.
V. CONCLUSION

The data mining technique has played a very important and decisive role in the medical industry. In this paper, it is to obtain some simple decision rules by establishing the random forest model, and which can make a simple prediction of whether having liver cancer or not for type II diabetes patients by these simple and readily available indicators. Additionally, these indicators are relatively easy to obtain and measured by physician, so they can greatly reduce the cost of diagnosis. By using these indicators to predict liver cancer for diabetes patients will have a certain practical significance.

In this paper, just use some readily available indicators to predict the risk of liver cancer for type II diabetes and there is no further study the impact of other indicators of illness, also not taken into account the impact of the tester itself suffering from other diseases on the prediction of diabetes. Expand other indicators to predict the risk of disease and update the perspective of data mining are the future direction of the prediction of the risk of liver cancer for type II diabetes patients.
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