INTRODUCTION

In recent years, smart mobile devices with sophisticated operating systems and advanced hardware features have rejuvenated the computing world. These devices have become the primary computing entities for the day-to-day activities of users [1]. Despite the noticeable improvements in hardware and software technology, these hand-held smart devices pose certain limitations which are not going to be mitigated by making more powerful devices [2]. Due to limited processing capabilities, these devices are not suitable for carrying out compute intensive tasks.

Mobile cloud computing has been introduced to empower the processing capabilities of these devices [3]. It is a combination of two different computing paradigms namely: mobile computing and cloud computing. Mobile computing enables the users to seamlessly carry out computing tasks regardless of their locations and mobility [4]. However, cloud computing is a mode of enabling the users to access the shared pool of remote computing resources (e.g. storage, virtualized computing resources etc.) through the internet. These computing resources can be acquired in on-demand way with least management efforts [5]. Users just need to pay-per-use for the use cloud services [6].

The research community has proposed a number of efficient mobile augmentation frameworks for augmenting the cognitive capabilities of mobile devices [2, 7-14]. These frameworks have primarily focused on extensive augmentation of mobile device capabilities in terms of time and energy. However, cloud resources are available on pay-per-use basis [6]. So, there is an essential requirement for systems which can enable mobile clients to contextually acclimatize their cloud resource demands. Additionally, the current mobile device augmentations frameworks are either based on static threshold-rules [10,11] or employ minimum resource provisioning schemes [15] for efficiently utilizing the cloud resources. The static threshold-based systems are application specific [16] and require strict estimation of lower and upper thresholds. Whereas, the minimum resource provisioning schemes although proves to be resource efficient but result in higher queuing delays and higher service level agreement (SLA) violations.

This paper proposes a three tier framework for resolving the above-discussed issues. It exploits the waiting time in the queuing system as a QoS metric. The waiting time can be negotiated in the service level agreements (SLAs). The goal of the proposed framework is to satisfy the individual mobile user’s contextual requirements with QoS and efficiently utilize cloud resources with lower leasing costs. The key contributions of the proposed system are: 1) it provides a mechanism for the context based application partitioning and 2) it also proposes an adaptive resource provisioning technique which also maintains the QoS. We have implemented a prototype application for Android and conducted the performance evaluation of the proposed system by extending the CloudSim simulator. The experimental results of the proposed system are compared with two base line systems namely: 1) minimum resource provisioning systems [16] and 2) over-provisioning systems [9]. In all these experiments, the proposed system results in good computation speedup compared with minimum and over-provisioning based systems. Additionally, the proposed system also utilizes the cloud resources efficiently and incurs lower leasing costs while maintaining the QoS.

The remainder of this paper is organized as follows: Section 2 covers the related work, Section 3 introduces the optimization framework for the contextual augmentation of mobile devices, Section 4 presents the performance evaluation of the proposed system and section 5 discusses the conclusion.

RELATED WORK

Several approaches have been proposed for the augmentation of the cognitive capabilities of the mobile devices. Some of them focused on reducing the execution times [7-10, 13, 15], whereas others have focused on energy savings [7-9, 12-14]. Kemp et al. [7] proposed a middleware...
system to improve the responsiveness and avoid the vendor lock-in. Cuervo et al. [12] introduced MAUI architecture which reduced the burden on the application developers. MAUI proposed an optimization engine for the dynamic application partitioning without developer intervention. Chun et al. [9] proposed a compiler which can automate the application partitioning process without re-designing an application from scratch. Ferber et al. [13] utilized a scaling algorithm which maintains 10% extra virtual machines in all circumstances and assumed that the mobile application just consist a single computational intensive part. Whereas, the architecture proposed by Kosta et al. [8] focuses on parallelizing the execution of mobile application by keeping more than one device clones at the cloud side.

However, all these approaches have ignored the contextual requirements of users and don’t allow flexible use of cloud resources. The proposed system extends the existing frameworks by allowing the users to dynamically tune their computation speedup requirements for saving prices.

The proposed system incorporates many ideas from the previous computation augmentation systems, for instance, it incorporates programming model similar to [14]. It also delivers the expected quality of service by automatically adjusting the number of VMs according to the arriving workloads. Indifferent from the static threshold based systems, it does not require application knowledge to manually adjust the upper and lower thresholds of [10,11]. However, the resource provisioning scheme of the proposed system is also inspired from the study of Rodrigo et al. [18] which considers SLA negotiated response time as a quality of service metric. But this work considers queues with balking and requires the complete application execution at remote VMs within deadlines, whereas, in the proposed system application tasks may execute locally or on cloud VMs with no balking.

**Problem Statement**

The key objective of the proposed system is to let users to adjust their computational requirements and adaptive provisioning of VMs for efficiently utilizing these cloud resources along with maintaining the QoS. It enables the users to contextually acclimate according to their requirements by following mathematical formulation. Let the sample mobile application is a set of tasks \( K = \{ C_1, C_2, \ldots, C_n \} \). Each task is denoted by a 4-tuple, \( C_i = \{ \text{in}, \text{ML}, \text{out}, \text{local} \} \) where \( \text{in} \) and \( \text{out} \) denote input and output data of the \( i^{th} \) task. Whereas, \( \text{ML} \) represents the workload corresponding to the \( i^{th} \) task. The variable \( x_i \) denotes the annotation of the component for remote VM execution ( \( x_i = 1 \) ) or locally on the mobile device ( \( x_i = 0 \) ). A smart mobile device is modeled as a 2-tuple \( M = \{ \delta^m, \delta^r \} \), where, \( \delta^m \) represents the clock frequency of the hand-held smart mobile device (in GHz). Whereas, \( \delta^r \) denotes the user’s arbitrarily chosen contextual requirements varying between 0 to 100 i.e. \( \delta^r \in [0,100] \). The value \( \delta^r \to 0 \), implies that all components will be executed locally and the cloud computation cost will be 0. When \( \delta^m \to 100 \), the computation speedup will approach to optimal values similar to CloneCloud [9]. A cloud VM is represented as a 2-tuple, \( VM = \{ \delta^m, \delta^e \} \), where, \( \delta^e \) denotes clock frequency of remote virtual machine (in GHz) and \( \delta^m \) denotes the per hour price of a cloud VM. Let \( T_i^f \) and \( T_i^m \) denotes the corresponding execution time of the \( i^{th} \) task locally and on cloud VMs, whereas, \( T_i^r \) denotes the time for sending and receiving the associated data of the \( i^{th} \) task. If the remote execution time of a task is less than its local execution time, then a task can be offloaded to the remote VMs. Let \( T_i^r \) be the difference between the local execution time and the remote execution time for a task, and \( V_i^r \) be its corresponding execution cost of \( i^{th} \) task on cloud VMs by considering per minute price of the cloud VMs and can be calculated using equation (1).

\[
V_i^r = (T_i^m + T_i^r) \cdot Cost_{VM}
\]

The objective of context based application partitioning process is to maximize computation speedup ‘\( \Psi \)’, for the used specified requirement, \( \delta^r \), and is being formulated as:

\[
\Psi = \max \sum_{i=1}^{n} T_i^f x_i
\]

Such that

\[
\sum_{i=1}^{n} V_i^r x_i \leq \frac{Z_m \delta^m}{100}
\]

The resulting solution \( (x_1,x_2,\ldots,x_n) \) is the optimized partitioning for the application. The concept is similar to CRM where users are allowed different access levels. However, the second objective of the proposed system is to maintain VM instances such that:

\[
P_{[\text{wait}>\text{SNT}]} \leq \frac{1}{1-\text{SL}/100}
\]

Where, “SNT” and “SL” represents waiting time negotiated in the SLAs and the service level intended by the service provider, respectively. So, equation (4) represents that the probability of waiting time \( q \) greater than the SLA violation should be less than “SNT” in the M/M/c queuing system. The corresponding algorithmic steps for adaptive VM provisioning are depicted in Algorithm 1. The algorithm determines how many VMs need to be provisioned at any time for the arriving workloads. It takes four arguments as input, namely: 1) mean request arrival rate (\( \lambda \)), 2) mean service rate (\( \mu \)), 3) SLA negotiated waiting time (SNT), and 4) number of running servers (s).

**Experimental setup and performance evaluation**

The hardware setup consist two entities: a dual core VM deployed in VMware and an HTC Android mobile device. The bubble sort application is used as the sample application for measuring the performance of the smart mobile device and VM. The execution time of the application on the smart mobile device and on the VM alone are depicted Fig. 1. As the single client-server application does not suffer any queuing delays, so, we extended CloudSim [17] simulator for analyzing the effect of queuing delays and cloud resource provisioning scheme. In the simulation model, we used one cloud datacenter with 100 hosts. The simulation parameters and corresponding values are summarized in Table 1.

Table 1 Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value</th>
<th>Measuring Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNT</td>
<td>5</td>
<td>Sec</td>
</tr>
<tr>
<td>SL</td>
<td>99</td>
<td>%</td>
</tr>
<tr>
<td>$S^m_{F_{L}}$</td>
<td>1.2</td>
<td>GHz</td>
</tr>
<tr>
<td>$S^m_{F_u}$</td>
<td>2.5</td>
<td>GHz</td>
</tr>
<tr>
<td>$P^m_{LP}$</td>
<td>0.145</td>
<td>$$</td>
</tr>
</tbody>
</table>

The new VM initiation takes 150 seconds to start [13]. We evaluated the proposed system in a stable data rate environment. However, the proposed system also penalizes the service provider for any delay higher than the “SNT”. The penalty calculation model is similar to [19], and the penalties can be calculated as:

$$\text{penalty} = \sum_{t=1}^{h} (\alpha + \theta \times t)$$

Where “$\alpha$” and “$\theta$” are the fixed penalties and penalty rates, respectively. The penalty rate “$\theta$” is kept equal to per minute price of the VM and value of “$\alpha$” is not considered. The variable “$h$” denotes the number of SLA violations. The execution time is transformed in million instructions for CloudSim using:

$$\text{ST}_{w_{L}} = \text{V}_{m} \times \text{MI}_{i}$$

We compare the proposed system with two baseline systems:

Algorithm 1: Adaptive VM provisioning Scheme

**Procedure:** Instance_estimator($\lambda$, $\mu$, SNT, s)

1. temp = s; //running VMs
2. calculate traffic intensity “$\rho$”
3. if ($\rho > 1$) then increase VMs until ($\rho > 1$)
4. else $s = s/2$;
5. while ($P(w_q > SNT) > \left(1 - \frac{SL}{100}\right)$) do
6.   $s++$;
7. end while
8. if ($s > temp$) then
9.   start ($s - temp$) VMs;
10. else
11.   end if
12. else
13.   stop($temp - s$) VMs
14. end else
15. end procedure

**COSMOS [15]:** It is based on minimum VM provisioning approach i.e. it uses Algorithm 2. However, both algorithms differ in line# 6, the COSMOS system uses the line# 6 as while($w_q > SNT$).

**OP:** It assumes that the number of VMs is provisioned according to the peak requests arrival rates, so that no SLA violation can occur like CloneCloud [9].

We evaluated the proposed system with the synthetic workload. The augmentation requests arrival follow Poisson distribution with mean 1.5 requests per minute during 8:00 AM to 4:00 PM, 1 request per minute during 4:00 PM to 12:00 AM, and 0.5 requests per minute during 12:00 AM to 8:00 AM, with overall total of 1432 application requests. All mobile applications contain 10 service tasks [12].

For each scenario we measured the following metrics:

- Expected computation speedup, % VMs utilization rate, % SLA violations, and total monetary cost. The total monetary includes leasing costs as well as penalty costs. Expected computation speedup is the ratio of execution time of the mobile application locally and on cloud VM.
RESULTS AND DISCUSSIONS

When $\delta_R^\infty \rightarrow 100$, the system is equivalent to CloneCloud [9]. The expected speedup in computation for OP is 3.19X and for COSMOS is 2.9X, whereas, for the proposed system when $SL = 99\%$ the computation speedup is 3.15X (in Fig. 2). The total monetary cost of OP, COSMOS, and proposed system when $SL = 99\%$ are $24.36$, $24.51$, and $18.9$, respectively (in Fig. 3). So, the OP system spends nearly 28.89% extra money for a mere 1.27% extra speedup. Whereas, COSMOS system spend nearly 29.69% extra money and results in 8.62% lesser total monetary cost of OP, COSMOS, and proposed system for SL=99%. However, proposed system also suffers lesser SLA violation (0.27%) as compared to COSMOS (10.79%).

Fig. 3: Monetary costs comparison for OP, COSMOS, and the proposed system for SL=99%.

CONCLUSION

This paper takes a step towards enabling individual mobile users to contextually acclimatize their computing demands and efficiently utilizing cloud VMs along-with maintaining the quality of service. It provides two key solutions for context based QoS provisioning: 1) it provides a mechanism for contextual requirements based partitioning of the application as cloud executable or local executable; 2) it also proposes an efficient cloud resource provisioning scheme. The experimental results show that the proposed system can provide context based services with lower monetary costs and quality.
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