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this it also overcomes the disadvantages in the FP Growth 
algorithm.  

Paresh Tanna et.al. [12] determines the frequent 
patterns from a database. The aim of this study paper is to 
analyze the existing techniques for mining frequent patterns 
and evaluate the result performance of them by comparing 
the DHP algorithm and Apriori algorithm in terms of 
candidate generation. 
 Meera Navarkar et. al [6] were proposed optimized 
frequent pattern growth algorithm. It overcomes the existing 
frequent pattern growth algorithm [7] such as without 
generating huge number of conditional FP tree [9]. 
Moreover they only concentrates on the transactional 
databases and deals with the market itemsets. Here we 
concentrate on the educational training databases. 
 

III. BACKGROUND KNOWLEDGE 
A. FP Growth Algorithm 
 In the area of data mining, the most familiar 
algorithm for pattern discovery [4] [5] is obtained through 
the Frequent Pattern Growth algorithm. It deals with the 
most important two drawbacks of traditional Apriori 
algorithm. The constructed FP tree is used for the 
development of traditional frequent pattern growth 
algorithm [7]. The FP Tree [9] is constructed based on the 
dataset using the two passes are as follows: 
Pass 1: 

1. Scan the data content and find the support value for 
each item 

2. Discard all the infrequent items. 
3. Sort the frequent items in maximum to minimum 

order based on the support value. 
Pass 2: 

1. Here the nodes in the tree correspond to the items 
and it has incremental value as counter. 

2. FP growth reads the transaction at a once in a time 
and then maps it to a path. 

3. Use the fixed order, so that the paths can overlap 
when the transactions share the items. 
In this algorithm, the counters are incremented 

frequently. Thus the algorithm for obtaining the pattern is as 
follows: 
Input: Transaction Database T 
Output: FP tree F 
Algorithm: FP-growth Algorithm 
[1] Function FP-growth(Tree F, A) 
[2] { 
[3] If FP tree F contains a single path P 
[4] Then for each combination of nodes in the path P do 
[5] Hence support=minimum support of nodes in B 
[6] Generate pattern B U A  
[7] Construct B’s conditional pattern base and B’s 

conditional FP tree that is FP Tree P; 
[8] Else for each H in the header of the FP Tree P do 
[9] { 
[10] Hence H support; 
[11] Generate pattern B =H U A 
[12] Construct B’s conditional base and B’s conditional tree 

i.e., FP tree P; 
[13] If FP Tree P ≠ � 
[14] Then invoke FP-growth(FP Tree P, B); 
[15] } 

 

By this above algorithm, the frequent pattern tree 
can be constructed through the minimum support value. The 
growth can be constructed based on the transactional 
database with the itemsets to obtain the frequent itemsets. 
This is can be illustrate by this figure Fig 3.1. 
Consider a transactional database T in the table 1 consists of 
set of transactions based on their transaction ID and list of 
items are displayed in the transaction. Then scan the entire 
data items in the T. Count the items in the database T. Then 
sort the items in the decreasing order based on the 
occurrences in the transaction. 
 

Table 3.1: Transactional Database T 
 

Trans. ID Items 
T1 A,B,D,E 
T2 A,C,D 
T3 E,F,H,I 
T4 A,B 
T5 C,E,F 

 
The frequent itemlist based in the number of 

occurrences for the transactional database T from Table 3.1. 
 

Table 3.2: Counts of Frequent Itemset in Table 3.1 
 

Items Count 
A 3 
B 2 
C 2 
D 2 
E 3 
F 2 
H 1 
I 1 

 
The items that does not meet the minimum threshold support 
value has been discarded. Here the minimum threshold 
support value is Table 3.1 in the transactions. The minimum 
support solutions as follows in Table 3.3:  

Table 3.3: Sorted Frequent itemsets 
  

Items Count 
A 3 
E 3 
B 2 
C 2 
D 2 
F 2 

 
The transaction can be reordered based on the occurrences 
of the data items. Thus they are generated as based on the 
data items. 
 

Table 3.4: Reordered itemsets with the transactions 
 

Trans. ID Items 
T1 A,E,B,D 
T2 A,C,D 
T3 E,F 
T4 A,B 
T5 E,C,F 
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Now, we can scan again the transactional database T in the 
Table 4.3. The frequent pattern can be generated based the 
above table. The details can be increased in the number of 

transactions means it makes more complex in the FP Tree 
Construction. The FP tree can be constructed as follows.  
 

 
 

Figure 4.1 Frequent Pattern Tree for the Transactional Database T Table 3.4 
 

IV. IMPLEMENTATION  
Construct a Frequent Pattern Growth for the 

educational database. In this educational database, the 
frequent itemsets are considered based on the event 
scheduled for the training sessions. This can be generated 
with their overall average feedback obtained from the 
students those who are attended the training sessions.  

Here we propose this work as modified optimized 
Frequent Pattern Growth algorithm which considers the 
feedback value to construct an FP Tree from the event 
database. Here we consider the event database for the 
training sessions 

In this optimized FP Growth Algorithm, the 
contents needed are considered for the construction of the 
FP Tree based their performance appraisal. The algorithm 
can be created as follows to optimize the event scheduling 
tasks of the training sessions. 
Input: Event Database E  
 
Output: FP tree F 
Algorithm: Optimized FP-growth 
[1] Function Opt_FP-growth(Tree F, A, FV) 
[2] { 
[3] If FP tree F contains a single path P 
[4] Then for each combination of nodes in the path P do 
[5] Hence support=minimum support of nodes in B 
[6] Check whether the support value satisfy based on FV 
[7] Generate pattern B U A  
[8] Construct B’s conditional pattern base and B’s 

conditional FP tree that is FP Tree P; 
[9] Else for each H in the header of the FP Tree P do 
[10] { 
[11] Hence H support; 
[12] Check whether the support value satisfy based on FV 
[13] Generate pattern B =H U A 

[14] Construct B’s conditional base and B’s conditional tree 
i.e., FP tree P; 

[15] If FP Tree P ≠ � 
[16] Then invoke FP-growth(FP Tree P, B);} 

 
By this above proposed modified FP Growth 

algorithm we can construct the FP tree for the database E as 
follows in Table 4.1 

 
Table 4.1: Event table with Avg_feedback  
 

Event ID Teaching Assistant 
E1 A:5,E:3,B:3,D:4 
E2 A:4,C:3,D:4 
E3 E:3,F:4,H:2 
E4 A:4,B:4,I:4 
E5 E:3,C:4,F:5 

 
Now we can scan the table and the number of 

occurrences can be calculated as follows: 
 

Table 4.2: Training assistant with count 
 

Teaching Assistant Count 
A 3 
B 2 
C 2 
D 2 
E 3 
F 2 
H 1 
I 1 

 
After the elimination of Teaching Assistant based on the 
feedback obtained the prune table should be like as follows: 
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Event ID Teaching Assistant 

E1 A:5,D:4 
E2 A:4,D:4 
E3 F:4,H:4 
E4 A:4,B:4,I:4 
E5 C:4,F:5 

 
VI. CONCLUSION: 

In this proposed work, a novel modified and 
optimized FP Growth algorithm may used to obtain the 
pattern discovery. Here we construct an event scheduling 
framework using this algorithm to obtain the schedule based 
on the training assistant those who having their feedback 
values. Most of the traditional methods are failed to do their 
analysis without generation the frequent itemsets based on 
occurrence and the performance feedback. In future, it 
should be implemented with the real time values of the top 
university details. 
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