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I. INTRODUCTION

With the rapid growth in size and number of available databases in commercial, industrial, administrative and other applications, it is necessary and interesting to examine how to extract knowledge automatically from huge amount of data [10]. The process of data mining is the used to extract the useful information from those databases. In general, data mining is the process of analyzing data from different perspectives and summarizing it into useful information. And technically, Data mining is the science and technology of exploring data in order to discover previously unknown patterns. Data Mining is a part of the overall process of Knowledge Discovery in databases (KDD) [8].

There are several data mining techniques available to solve diverse data mining problems. They are mainly classified as associations, classifications, Summarization and clustering [6]. Association rule mining is an important data mining technique to generate correlation and association rule. Therefore, mining association rules from large data sets has been a focused topic in recent research into knowledge discovery in database [15]. Association Rule mining techniques can be used to discover unknown or hidden correlation between items found in the database of transactions. Classification derives a function or model, which determines the class or model which determines the class of an object based on its attributes. A classification function or model is constructed by analyzing the relationship between the attributes and the classes of the objects in the training set. This function or model can then classify future objects. Summarization is the abstraction or generalization of data. This results in a smaller set, which gives a general overview of data, usually with aggregated information. The summarization can go to different abstraction levels and can be viewed from different angles. Clustering identifies the classes also called clusters or groups for the set of objects whose classes are unknown. The objects are so clustered that the interclass similarities are maximized and the interclass dissimilarities are minimized. This is done based on the criteria defined on the attributes of the objects [6].

In data mining, association rule learning is a popular and well researched method for discovering interesting relations between variables in large databases. With the increasing amount of data stored in real application system, the discovery of association relationship attracts more and more attention. Mining for association rules can help in business decision making, and the development of customized marketing programs and strategies [4]. The problem of mining association rules could be decomposed into two sub problems, the mining of large item sets and the generation of association rules [16].

In primitive association rules, one might find that 70 percent of customers that purchase bread may also purchase butter. This rule shows general information rather than specific knowledge in the form of hierarchies over items is used to discover more interesting rules. In generalized association rule
mining we discover all generalized association patterns. To generate generalized association patterns, one can add all ancestors for each item from concept hierarchy and then apply the algorithm on the extended transactions [14].

This paper is organized as follows. In Section II, the concepts of the association rule mining. In Section III, the concepts and algorithms related to primitive association rule mining are introduced. In Section IV and V, we are discussing algorithms related to multilevel association rule and generalized association rule mining. In Section VI, we summarize the paper.

II. Association Rules

Association rule mining is the process of finding associations or correlations among a set of items or objects in transaction databases, relational databases, and data warehouses. Association rules are of the form \( X \rightarrow Y \rightarrow Z \), where \( X \), \( Y \), and \( Z \) is items. The rule can be comprehended as “Item X and Item Y imply Item Z” [10]. The portion of the rule to the left of the implication (\( \rightarrow \)) is known as the antecedent (\( X \& Y \)), whereas the right side of the implication is known as the consequent (\( Z \)). Two more important concepts in association rule mining are support and confidence.

- Support is the percentage of transactions both the antecedent and consequent (\( P(X \& Y) \)).
- Confidence is the percentage of transactions with the antecedent, that also contain the consequent (\( P(X,Y,Z \mid Z) \)).

In other words, support (usually denoted by the letter ‘s’) represents the frequency of antecedent and consequent items being together in a dataset of transactions, and confidence (usually denoted by the letter ‘c’) measures the strength of a rule [6]. In data mining there are various types of association rule mining algorithms at different levels of abstraction are presented. We are discussing three types of association rule mining algorithms.

III. PREMITIVE ASSOCIATION RULES

Most studies on data mining have been focused on the discovery of knowledge at primitive level. The primitive association rules are most widely used to find out informative data. The primitive association rules deals with the lowest level items of the concept hierarchy. The knowledge is said to be at a primitive level if the pattern involve only the raw data stored in database. The primitive rules may be more interesting, but are hard to find. For example the primitive association rules “40% of customers who buy 2% dairyland milk also buy old-mill whole-wheat bread” is difficult to find and could be mixed with many uninteresting rules. Various algorithms are used to find primitive association rules such as Apriori [15], FP-Growth[12], Eclat [12], Graph based[7]. The primitive Association rule mining algorithms are broadly categorized as with and without candidate set generation algorithms.

A. Candidate set Generation Algorithms

The Candidate set Generation Algorithms works in two steps: First finding all large itemsets using candidate sets and second generating the desired rules from these itemsets. Most widely used algorithms in this category are Apriori [15], DIC [6], Counting Inference Approach[5] and other Apriori Based algorithms.

The Apriori algorithm is described as a “fast algorithm for mining association rules” and is based on [15]. The algorithm works in the following way. First, find all frequent 1-itemsets. Second, extend (\( k – 1 \))-itemsets to candidate k-itemsets. Generated itemsets that do not meet the minimum support are pruned out along the way. Such pruning is a property of the Apriori algorithm based on the principle that an itemset is frequent only if all of its subsets are also frequent. Apriori uses this fact to prune itemsets without having to count transactions where they occur. Eventually rules are generated based on the frequency of the items in these rules to be equal or higher than minimum support, and the confidence for each rule to be equal or higher than the minimum confidence that is set. For example the set of frequent 1-itemset L1 consists of candidate 1-itemset satisfying the minimum support. To discover the frequent 2-itemsets, L2, the algorithm uses ‘L1 join L1’ to generate a candidate set of 2-itemsets, C2. Now transaction database D is scanned and the support count of each candidate itemset in C2 is calculated. The set of frequent 2-itemsets, L2, is then determined, consisting of those itemsets in C2 that satisfy minimum support. To discover the frequent 3-itemsets, L3, the algorithm uses ‘L2 join L2’ to generate a candidate set of 3-itemsets, C3 and so on till L(K-1)-itemset. There are two weak points of the Apriori algorithm. Firstly Apriori uses repeated scans of database. So execution time of Apriori is large. Secondly it works as primitive algorithm, so it not provides specific knowledge.

B. Without Candidate set Generation Algorithms

Unlike Candidate set Generation Algorithms it does not works with candidate set. This type of algorithms takes less repeated scans of database that result in reduced execution time. The memory requirements of these algorithms depend upon data structure used. They works as firstly finding all large itemsets using data structure which is mapped to the database. Secondly generating the desired rules from these itemsets. FP-Growth [12], Graph based[7] and their extensions are examples of this category.

FP-growth algorithm works in the following way first it constructs the fp-tree in given below manner. First create a root of tree labeled with “Null”. Scan database D second time as we scanned first time it to create 1-itemset and the L (L is sorted order of 1-itemset according to descending support count.). The items in each transaction are processed in L order. A branch is created for each transaction with item having their support count separated by colon. Whenever the same node is encountered in another transaction, we just increment the support count of common node or Prefix. To facilitate tree traversal, an item header table is built so that each item points to its occurrence in tree via a chain of node links. Now the problem of mining frequent patterns in database is transformed to that of mining the FP-Tree. The constructed FP-tree is mined as:

1. Start from each frequent length-1 pattern (as an initial suffix pattern).
2. Constructs its conditional pattern base (a “subdatabase”) which consists of the set of prefix path in the FP-Tree co-occurring with the suffix pattern.
3. Then, constructs its conditional FP-Tree and perform mining on such a tree.
4. The pattern growth is achieved by concatenation of the suffix pattern with the frequent patterns generated from a conditional FP-Tree.
5. The union of frequent pattern (generated by step 4) gives the required frequent itemset.
IV. MULTILEVEL ASSOCIATION RULES

Mining association rules at primitive level, in many cases, loose detailed information. Besides it can show only general rules without ability of getting inside the rule. Data mining should also be available for mining association rules at the multiple levels of abstraction. In association rules every transaction can be encoded based on dimension and levels.

In multiple-level association rule mining, the items in an item set are characterized by using a concept hierarchy. Mining occurs at multiple levels in the hierarchy. At lowest levels, it might be that no rules may match the constraints. At highest levels, rules can be extremely general. Generally, a top-down approach is used where the support threshold may be same or varies from level to level (support is reduced going from higher to lower levels) [13].

A. MLT2 Algorithm

There are several approaches of mining multilevel association rules. The most obvious is top down progressive dependence approach which tells that firstly strong rules at the highest level of hierarchy are founded, then algorithm for searching rules go “deeper” into the lower, more specific levels. This extraction is continued until new frequent itemsets are not founded. In other words if all frequent itemsets at all levels are founded then extracting process is finished. For example if the database consists of a three level items namely ‘category’, ‘content’ and ‘brand’. We can either represent this encoded database as level-3 or varies from level to level (support is reduced going from higher to lower levels) [13].

For example category wise irrespective of content and brand, or category and content irrespective of brands by considering all three levels namely category, content and brand. We can either represent this encoded database as level-3 (ex. 111) or level-2 (ex. 11*) or level-1 (ex. 1*). After that identifying the level, the corresponding large 1-itemsets are identified and filtering out those whose accumulated support count is lower than the minimum support. Large 1-itemset at level 1 is then used to filter out: 1) any item which is not frequent in a transaction, and 2) the transactions in encoded table which contain only infrequent items. This results in the filtered transaction table. The filtered transaction table is considered for further processing.

MLT2 can extend the scope of any single level algorithm to generate frequent itemsets at each concept levels. In the above discussion it is working on A Priori algorithm. That makes MLT2 costly in terms of execution time.

B. MLB Algorithm

It is a Boolean Matrix based approach has been employed to discover frequent itemsets, the item forming a rule come from different levels. It adopts Boolean relational calculus to discover maximum frequent itemsets at lower level. When using this algorithm first time, it scans the database once and will generate the association rules. It is not necessary to scan the database again; it uses Boolean logical operation to generate the multilevel association rules and also use top-down progressive deepening method [1]. The algorithm works in following way:

Encode taxonomy using a sequence of numbers and the symbol ‘*’, with the $R$ number representing the branch number of a certain item at levels. Set $H = 1$, where $H$ is used to store the level number being processed whereas $H \in \{1, 2, 3, \ldots\}$. Transforming the transaction database into the Boolean matrix. Set user defines minimum support on current level. Then generating the set of frequent 1-itemset $L_1$ at level 1. Pruning the Boolean matrix Perform AND operations to generate k-itemsets at level 1. Generate $H + 1$; (Increment $H$ value by 1; i.e., $H = 2$) itemset from $L_1$ for repeating the whole processing for next level.

Transforming the transaction database into the Boolean matrix: The mined transaction database is $D$, with $D$ having $m$ transactions and $n$ items. Let $T^* = \{T_1, T_2, \ldots, T_m\}$ be the set of transactions and $I = \{I_1, I_2, \ldots, I_n\}$ be the set of items. We set up a Boolean matrix $A_{m*n}$ which has $m$ rows and $n$ columns. Scanning the transaction database D, if item $I_j$ is in transaction $T_p$, where $1 \leq p \leq n$ the element value of $A_{j}$ is ‘1’, otherwise the value of $I_j$ is ‘0.’

Generating the set of frequent 1-itemset $L_1$: The Boolean matrix $A_{m*n}$ is scanned and support numbers of all items are computed. The support number $I_j$ supp of item $I_j$ is the number of ‘1s’ in the $j$th column of the Boolean matrix $A_{m*n}$. If $I_j$ supp is smaller than the user define minimum support number $minsupp$, itemset $\{I_j\}$ is not a frequent 1-itemset and the $j$th column of the Boolean matrix $A_{m*n}$ will be deleted from $A_{m*n}$.

Pruning the Boolean matrix: Pruning the Boolean means deleting some columns from it. This is described in detail as: Let $I^*$ be the set of all items in the frequent set $L_k$, where $k = 2$. Compute all $|L_k-1(j)|$ where $j \notin I^*$, and delete the column of correspondence item $j$ if $|L_k-1(j)|$ is smaller than min sup num. $f$.

Generating the set of frequent k-itemsets $L_k$: Frequent k-itemsets are discovered by AND relational calculus, which is carried out for the k vectors combination. If the Boolean matrix $A_{m*n}$ has $q$ columns where $2 \leq q \leq n$ and min sup num is $h \leq p \leq n$, ($C_q \& k$), combinations of k-vectors will be produced. The AND relational calculus is for each combination of k-vectors. If the sum of element’s values in the ‘AND’ calculation result is not smaller than the minimum support number min sup num, the k-itemsets corresponding to this combination of k-vectors are the frequent k-itemsets and are added to the set of frequent k-itemsets $L_k$.

V. GENERALIZED ASSOCIATION RULES

In Generalized association rules, application specific-knowledge in the form of hierarchies over items are used to discover more interesting rules. Generalized association rule mining provides extra knowledge as sibling associations and even cross-parent associations [7].
A generalized association rule is an implication of the form

\[ X \rightarrow Y, \text{ where } X \subset I, Y \subset I, X \cap Y = \emptyset, \text{ and no item in } Y \text{ is an ancestor of any item in } X. \]

The rule \( X \rightarrow Y \) holds in the transaction set \( D \), with confidence \( c \) if \( c\% \) of transactions in \( D \) that support \( X \) also support \( Y \). The rule \( X \rightarrow Y \) has support \( s \) in the transaction set \( D \), if \( s\% \) of transactions in \( D \) support \( X \cup Y \). We call these rules generalized association rules because both \( X \) and \( Y \) can contain items from any level of concept hierarchy. To generate generalized association patterns, one can add all ancestors for each item from concept hierarchy and then apply the algorithm on the extended transactions [14].

The problem of discovering generalized association rules can be decomposed into three parts:

1. Find all sets of items (itemsets) whose support is greater than the user-specified minimum support. Itemsets with minimum support are called frequent itemsets.
2. Use the frequent itemsets to generate the desired rules. The general idea is that if, say, ABCD and AB are frequent itemsets, then we can determine if the rule AB → CD holds by computing the ratio \( \text{conf} = \frac{\text{support(ABCD)}}{\text{support(AB)}} \). If \( \text{conf} \geq \minconf \), then the rule holds. (The rule will have minimum support because ABCD is frequent.)
3. Prune all uninteresting rules from this set.

Various generalized association rule mining algorithms are generalized Apriori [14], Cumulate [14], MMS_Cumulate [3].

### A. Basic Algorithm

Consider the problem of deciding whether a transaction \( T \) supports an itemset \( X \). If we take the raw transaction, this involves checking for each item \( x \in X \) whether \( x \) or some descendant of \( x \) is present in the transaction. The task become much simpler if we first add all the ancestors of each item in \( T \) to \( T \); let us call this extended transaction \( T' \). Now \( T \) supports \( X \) if and only if \( T' \) is a superset of \( X \). Hence a straightforward way to find generalized association rules would be to run any of the algorithms for finding association rules on the extended transactions [14]. We discuss below the generalization of the Apriori algorithm given in [15]. The algorithm works in given manner.

The first pass of the algorithm simply counts item occurrences to determine the frequent \( 1 \)-itemsets. Note that items in the itemsets can come from the leaves of the taxonomy or from interior nodes. A subsequent pass, say pass \( k \), consists of two phases. First, the frequent itemsets \( L_{k-1} \) found in the \( (k-1) \)th pass are used to generate the candidate itemsets \( C_k \), using the apriori candidate generation function described in the next paragraph. Next, the database is scanned and the support of candidates in \( C_k \) is counted. For fast counting, we need to efficiently determine the candidates in \( C_k \) that are contained in a given transaction \( t \).

Candidate Generation Given \( L_{k-1} \), the set of all frequent \( (k-1) \)-itemsets, we want to generate a superset of the set of all frequent \( k \)-itemsets. Candidates may include leaf-level items as well as interior nodes in the taxonomy.

### B. Cumulate Algorithm

The Cumulate Algorithm is optimizations of generalized Apriori algorithm. The name indicates that all itemsets of a certain size are counted in one pass [14]. The working steps for this algorithm are following.

**Filtering the ancestors added to transactions**: We do not have to add all ancestors of the items in a transaction \( t \) to \( D \). Instead, we just need to add ancestors that are in one (or more) of the candidate itemsets being counted in the current pass. In fact, if the original item is not in any of the itemsets, it can be dropped from the transaction. For example, assume the parent of “Jacket” is “Outerwear”, and the parent of “Outerwear” is “Clothes”. Let \{Clothes, Shoes\} be the only itemset being counted. Then, in any transaction containing Jacket, we simply replace Jacket by Clothes. We do not need to keep Jacket in the transaction, nor do we need to add Outerwear to the transaction.

**Pre-computing ancestors**: Rather than finding ancestors for each item by traversing the taxonomy graph, we can precompute the ancestors for each item. We can drop ancestors that are not present in any of the candidates at the same time.

**Pruning items containing an item and its ancestor**: This optimization by pruning the candidate itemsets of size two which consist of an item and its ancestor.

### VI. SUMMARY

Mining Association Rules is one of the most used functions in data mining. Association rules are of interest to both database researchers and data mining users. We have provided a survey of previous research in the area as well as provided some of the primitive, multiple levels and generalized association rule mining approaches.

Our study shows that mining association rules at different levels of abstraction from databases has wide applications. This work is contribution towards representing knowledge at different levels in the form of association rules that enhances the ease and comprehensibility of the users.
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