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Abstract:I n this paper, Grey Wolf Optimizer is applied to design digital FIR filters. The GWO algorithm mimics the hunting mechanism and 
leadership hierarchy of grey wolves. In GWO algorithm, four types of wolves such as alpha, beta, delta and omega are engaged for simulating 
the leadership hierarchy. The design of digital FIR filters involves the computation of best optimal filter coefficients which trying to meet ideal 
filter characteristics. Three key parameters which are responsible for filter performance are maximum pass-band ripple, maximum stop-band 
ripples and stop-band attenuation. The results of proposed GWO based approach has been compared with other optimization methods available 
in literature. Results reveal that the FIR filter design approach by using GWO outperforms other techniques undertaken for comparison in terms 
of pass-band ripples, stop-band ripples and stop-band attenuation. 
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(CSO), Gravitational Search Algorithm (GSA), Cuckoo Search Algorithm (CSA) and Grey Wolf Optimizer(GWO), Finite Impulse Response 
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I. INTRODUCTION 

Filtering is the most extensively used process in signal 
processing. Digital filters play critical role in digital signal 
processing applications such as image processing and 
communication system etc. The applications of digital filters 
are spreading widely. In communication system, digital 
filters play important role in eliminating the interference. In 
image processing, digital filters are selected to improve the 
quality of distorted images. Digital filters are applied in the 
processing of biomedical signals such as EEG, ECG and 
MRI images. Filters allow the reforming the spectrum of 
input signal to obtain desired spectral characteristic in the 
output signal. There are two types of digital filters i.e. 
Infinite Impulse Response (IIR) and Finite Impulse 
Response (FIR) [1]. IIR filters have some merits such as less 
filter coefficients and requires less memory. But the 
disadvantages of IIR filter is nonlinear phase response and 
less stability. In comparison, FIR filters have characteristics 
such as linear phase and stability. Due to these advantages 
FIR filters are more preferred than IIR filters [2].  

There are many classical methods available for the 
designing of digital FIR filters such as window method, 
frequency sampling method etc. Various types of windows 
such as Kaiser, Hamming, Hanning and Blackman are used 
for the efficient design of filter which depends upon the 
specification of filter [3,4]. With the help of windows 
function, the infinite impulse response of filter is 
approximated to finite impulse response. The maximum 
ripples amplitude in filter response is fixed regardless of 
order of filter. But disadvantage of these methods is that 
control on the pass-band edge frequencies, stop-band edge 
frequencies and transition band is not proper. In the optimal 
method, for filter design the objective is to determine the 
filter coefficients, such that the maximum error is minimized 
in the pass-band and stop-band regions [3]. The filter 
coefficients is searched by using optimization techniques. 

Classical optimization methods cannot minimize the 
objective function which are non-differentiable and 
multimodal. To avoid the drawbacks of these methods, 
researchers have utilized heuristic evolutionary optimization 
algorithm based on natural selection and evolution 
techniques. Gravitational Search Algorithm (GSA) [5],Cat 
Swarm Optimization (CSO) [6], Cuckoo Search Algorithm 
(CSA) [7],Particle Swarm Optimization (PSO) [8-14], Real 
Coded Genetic algorithm (RCGA) [15],Genetic Algorithm 
(GA) [16-17], Differential Evolution (DE) [19-21] and 
Artificial Bee Colony (ABC)[22-24] were used for the design 
of digital FIR filters. 

Most of the above algorithms have some problems such 
as stagnation to local solution, premature convergence and 
revisiting of same solution again and again. Some of these 
algorithms minimizes the ripples in the pass-band but not 
minimizes the ripples in stop-band[6].In order to overcome 
these problems, Grey Wolf Optimizer algorithm method has 
been proposed to design FIR filter. GWO is generated by 
observing the hunting behavior of grey wolves. In GWO, 
four types of wolves alpha, beta, delta and omega are 
involved. The position of prey is estimated by alpha, beta and 
delta and other wolves update their position randomly around 
the prey [27]. GWO keeps the best solution until it reaches 
the end of iteration. The final solution is the best position of 
alpha search agent.  In this paper, the optimal designs of FIR 
low-pass (LP) and high-pass (HP) filters have been discussed 
by using GWO algorithm. In order to, prove the merits of 
this algorithm comparison is performed with RCGA, 
PSO,DE and CSO. 

II. PROBLEM FORMULATION 

In this section problem formulation for FIR filter design 
is described. The Z transform of FIR filter is mathematically 
defined as: 
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Where h(n) is impulse response of FIR filter,N-1 is order of 
filter and N is length of filter. The value of h(n)determines 
the type of filter i.e., Low-pass (LP), High-pass (HP), Band-
pass (BP), Band-stop (BS) etc. While designing the filter, 
low distortion, sharp transition band and highest stop-band 
attenuation are some specifications. There are some ways of 
formulating the designed problem presented in literature 
survey. In this paper, Type 1 linear phase filter with odd 
length and symmetric coefficients is considered. The length 
of h(n) is N, due to symmetry property h(n) = h(N-n-1). So, 
the value of M = (N-1)/2. 

 

where represents magnitude response of designed 
filter.  
One of the major advantages of designing the linear phase 
FIR filter is that its coefficients are symmetric. Only half of 
the coefficients are calculated then they are concatenated to 
obtain total h(n) sequence. Due to this symmetry of 
coefficients, dimensions of the problem is halved and 
computational burden is also reduced 
[2,5,16]. represents the magnitude response of the 
ideal filter for low-pass and high-pass filter as shown in (3) 
and (4). 

 

 

where  is the cut off frequency for low pass and high 
pass filter. The objective function is to determine the filter 
coefficients such that value of error is minimized. The error 
is the difference between the magnitude response of 
designed filter and the magnitude response of ideal filter. In 
this paper, error fitness function has been adopted. In this 
function, summation of absolute error for whole frequency 
band is considered, but in other functions only maximum 
error is considered. Using (5), it has been found that the 
ripples in pass-band and stop-band are minimized. 

 

 where  and  are ripples in passband and stopband. The 
error function given in (5) represents the fitness function to 
be minimized by using RCGA, PSO, DE, CSO and GWO. 

III. GREY WOLF OPTIMIZER ALGORITM 

GWO is inspired by the hunting behavior of grey wolves. 
Four types of grey wolves are considered based on their 
natural activity such as alpha, beta, delta and omega. The 
leaders are male and female, called alphas. The decision 
about hunting, sleeping and place to walk is made by alpha. 
The decision of alphas should be tracked by other members 
of pack. The alpha is also responsible for supervision of the 
pack. The betas are wolves are responsible for helping the 
alphas in decision making. The beta wolves can be male or 

female. In case alpha’s passes away then beta is considered 
as best candidate. The beta wolves  commands the other low 
level wolves, but always respect alpha wolves. It plays the 
role of an advisor to the alpha and discipliner for wolves. 
The beta gives feedback to alpha and reinforces the alpha’s 
commands throughout the wolves. The lowest ranking grey 
wolf is omega. Delta wolves have to submit to alphas and 
betas. The main phases of grey wolf hunting are as: 

• Tracking, chasing and approaching the prey. 
• Pursuing, encircling and harassing the prey until it 

stops moving  
• Attack towards the prey. 

 Alpha, beta and delta estimate the position of prey then 
other wolves update their position according to the positions 
of these three best search agents [27]. 
Steps of GWO are as follows: 
Step 1: Initialization: filter order = Z; population of search 
agents, ; number of variables = number of filter 
coefficient, = (Z/2)+1, minimum and maximum value of 
filter coefficients   
Step 2: Generate the initial vector of filter 
coefficients,(Z/2)+1 randomly with limits by using (6). 

 
 

Compute the fitness of total population  by using (5). 
Step 3: Arrange the function values in ascending order and 
computational of three best solution vectors  and 

corresponds to   ,  and . 
Step 4: Updating the position of other wolves by using 
equations given below. The A and C are coefficient vectors. 
The vector A and C are calculated as follows: 

 
 

where and  are random vector in (0,1). a is 
decreased from 2 to 0 over the course of iterations. 

 
 

 
 
 

 

 checking the limits of filter coefficients and evaluate the 
fitness of total population . 
Step 5: Update the  and on basis of updated fitness 
values. 
Step 6: Iterations continues from step 4 till the maximum 
number of iterations are reached. 
Step 7:  is the vector of optimal filter coefficients 
(Z/2)+1.Bycoping and concatenation of these optimal 
coefficients form complete filter coefficients. 

IV. SIMULATION RESULTS 

Results are reported after giving 50 runs. Each  filter of 
order 20 and number of coefficients or length of filter 21. 
Number of frequency samples = 128, number of population 
= 100 and maximum iteration cycles = 500. The parameters 
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of filter to be designed by using GWO are pass-band ripples 
is set to 0.1, and stop-band ripples  is set to0.01. For 

the lowpass filter, pass-band edge frequency is0.45  and 
stopband edge frequency is 0.55 . For the high-pass filter, 
stop-band edge frequency is 0.45  and passband edge 
frequency is 0.55 . 
Table 1-2 show the optimized coefficients of lowpass and 
highpass FIR filter. Table 3-4 summarize the mean, variance 
and standard deviation of pass-band ripples and stop-band 
ripples for lowpass filter using RCGA, PSO, DE, CSO and 

GWO. Figure 1 and Figure 3 show magnitude response for 
low-pass filter and high-pass filter. Figure 2 and Figure 4 
show magnitude response in db for low-pass filter and high-
pass filter. Table 5 and Table 8 show the maximum stop-
band attenuation of low-pass and high-pass filter of order 20 
by RCGA, PSO, DE, CSO and GWO. Table 6-7 summarize 
the mean, variance and standard deviation of pass-band 
ripples and stop-band ripples for high-pass filter using 
RCGA, PSO, DE, CSO and GWO. 

Table 1. Optimized coefficients of the LP  filter of order 20

Optimized coefficients RCGA PSO DE CSO GWO 
h(1)=h(21) 0.0206445 0.0251167 0.0270053 0.0288986 0.0141067 
h(2)=h(20) 0.0487214 0.0472192 0.0472668 0.0474313 0.0274373 
h(3)=h(19) 0.0058686 0.0035462 0.0053202 0.0058656 -0.0054660  
h(4)=h(18) -0.0409668 -0.0400940 -0.0389822 -0.0357453 -0.0342177 
h(5)=h(17) -0.0008635 -0.0005204 -0.0034522 0.0013515 0.0054833 
h(6)=h(16) 0.0597960 0.0609072 0.0579468 0.0596294 0.0556549  
h(7)=h(15) -0.0014088 -0.0017592 -0.0020514 0.0039075 -0.0063680 
h(8)=h(14) -0.1031178 -0.1036139 -0.1027152 -0.1031154 -0.1013287 
h(9)=h(13) -0.0004406 0.0006276 0.0016929 0.0029165 0.0065438  

h(10)=h(12) 0.3176006 0.3181190 0.3197956 0.3186922 0.3165144 
h(11) 0.5000185 0.5000185 0.5000185 0.5048214 0.4932865 

 

Table 2. Optimized coefficients of the  HP  filter of order 20  

Optimized coefficients RCGA PSO DE CSO GWO 
h(1)=h(21) 0.0217313 0.0255591 0.0290419 0.0275382 0.01350132 
h(2)=h(20) -0.0481316 -0.0474136 -0.0458732 -0.0443804 -0.02770845 
h(3)=h(19) 0.0062981 0.0051354 0.0029505 0.0032993 -0.00556139 
h(4)=h(18) 0.0418953 0.0399880 0.0413117 0.0429334 0.03442397 
h(5)=h(17) 0.0008799 0.0014059 -0.0002839 0.0000993 0.00507274 
h(6)=h(16) -0.0590278 -0.0602831 -0.0600023 -0.0582345 -0.05549605 
h(7)=h(15) -0.0000135 0.0007686 -0.0039211 0.0031813 -0.00648871 
h(8)=h(14) 0.1042576 0.1051207 0.1061191 0.1024026 0.10165160 
h(9)=h(13) 0.0038237 0.0014719 -0.0005650 -0.0022363 0.00606649 

h(10)=h(12) -0.3166314 -0.3154715 -0.3200839 -0.3179255 -0.3167072 
h(11) 0.4994680 0.4999814 0.4999814 0.4999814 0.4939843 

 

Table 3. Quantitative analysis of passband ripple for FIR lowpass filter of order 20 

Algorithm Maximum value 
of ripples 

Minimum value 
of ripples 

Mean value of 
ripples 

Variance of ripples Standard deviation 
of ripples 

RCGA [5] 0.114 0.112 0.113 0.000001 0.001 
PSO [5] 0.123 0.116 0.1193 0.000008 0.00287 
DE [5] 0.135 0.113 0.124 0.000121 0.011 
CSO [5] 0.164 0.122 0.1363 0.0003829 0.01957 
GWO 0.0703 0.0708 0.0705 0.00000049 0.0007 

 

Table 4. Quantitative analysis of stopband ripple for FIR lowpass filter of order 20 

Algorithm Maximum value 
of ripples 

Minimum value 
of ripples 

Mean value of 
ripples 

Variance of ripples Standard deviation 
of ripples 

RCGA [5] 0.04949 0.01196 0.025522 0.000197 0.014026 
PSO [5] 0.03967 0.01089 0.018986 0.000121 0.010983 
DE [5] 0.03339 0.009651 0.01609 0.0000751 0.008666 
CSO [5] 0.01998 0.012222 0.01655 0.0000079 0.002811 
GWO 0.0297 0.0002 0.0150 0.000001 0.0010 
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Table 5. Comparison of stopband attenuation of lowpass FIR of order 20 using different algorithms 

Algorithm RCGA [5] PSO [5] DE [5] CSO [5] GWO 

Stop-band Attenuation 26.11 28.03 29.53 33.99 30.5 
 

Table 6.  Quantitative analysis of passband ripple for FIR highpass filter of order 20 

Algorithm Maximum value 
of ripples 

Minimum 
value of ripples 

Mean of ripples Variance of ripples Standard deviation 
of ripples 

RCGA [5] 0.117 0.109 0.113 0.000016 0.004 
PSO [5] 0.122 0.111 0.118 0.00002467 0.004966 
DE [5] 0.136 0.108 0.125 0.0001487 0.01219 
CSO [5] 0.132 0.111 0.118 0.000098 0.009899 
GWO 0.0669    0.0726 0.0697 0.00000049 0.0007 

 

Table 7. Quantitative analysis of stopband ripple for FIR highpass filter of order 20 

Algorithm Maximum value 
of ripples 

Minimum value 
of ripples 

Mean of ripples Variance of ripples Standard deviation 
of ripples 

RCGA [5] 0.05461 0.01405 0.028603 0.000254 0.015925 
PSO [5] 0.03935 0.01125 0.01916 0.000111 0.010525 
DE [5] 0.03483 0.008113 0.016107 0.0000919 0.009585 
CSO [5 ] 0.02085 0.01258 0.01611 0.00001 0.003245 
GWO 0.0224   0.0002     0.0113 0.00000441 0.0021 

 

Table 8. Comparison of stopband attenuation of highpass FIR of order 20 using different algorithms 

Algorithm RCGA [5 ] PSO [5] DE [ 5] CSO [5] GWO 
Stop-band Attenuation 25.25 28.1 29.16 33.62 32.99 

 

 

            Figure 1.  Magnitude response for lowpass FIR filter of order 20 
 

Figure 2.  Magnitude response (db) for lowpass FIR filter of order 20 

 



Navdeep Kaur Sidhu et al, International Journal of Advanced Research in Computer Science, 8 (7), July-August 2017,968-973 

© 2015-19, IJARCS All Rights Reserved       972 

 

Figure 3.  Magnitude response for highpass FIR filter of order 20 

 
Figure 3.  Magnitude response (db) for highpass FIR filter of order 20 

V. CONCLUSION 

The aim for the designing of digital filter is to determine such 
filter coefficients that minimize the absolute error with desired 
filter response. In this paper, GWO algorithm is applied for the 
designing of digital FIR low-pass and high-pass filters. 
Comparison of results of RCGA, PSO, DE, CSO and GWO 
algorithms have been done. The simulation results indicate 
that the GWO reveals best performance in terms of pass-band 
ripples, stop-band ripples and maximum stop-band 
attenuation. The superiority of GWO algorithm is that its 
functionality depends upon few parameters adjustment which 
increases its convergence rate. The optimal solution is 
obtained with a good balance between exploitation and 
exploration by GWO algorithm. From the obtained results, it 
can be said that the proposed algorithm can be used in future 
for the designing of digital filters. 
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