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Abstract: Health predictions are critical area focused upon by technology. The technology plays great role in predicting diseases accurately and 
at good rate. This work is focused on analyzing techniques which are used for prediction purposes. The parameters for disease detection are 
fetched by the use of sensors and are maintained in the form of datasets. Internet of Things(IoT) is used primarily to collect data from the user. 
The techniques such as K nearest neighbour, Euclidean distance and ARIMA are considered for evaluation. Relative advantages and 
disadvantages are also highlighted in this work. Accuracy of data could be at stake since sensor may malfunction during collection process.  
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I. INTRODUCTION 
Technology is enhancing and is widely used in monitoring 
health. Health related issues occur more frequently due to 
late discovery of disease. Technology however helps in 
predicting diseases at the early stages and hence preventing 
disease. [1]proposes Internet of Things to create android 
application for health care. [2]Internet of things (IoT) is 
widely used for collecting information regarding different 
parameters from the users and then techniques are applied to 
predict the disease. Techniques used for prediction purposes 
considered in this paper include [3]KNN, [4]Random Forest, 
[5]Euclidean distance and [6]ARIMA. The prediction 
generated varies depending upon the accuracy of data 
presented. Accuracy of data presented depends upon the 
sensors. Sensors if malfunction may produce inaccurate 
data. Fault tolerance hence is critical in such situations.  This 
paper explore the applications of IoT for collection of data, 
techniques used to process data presented by sensors and 
then fault tolerance capabilities possessed by different 
techniques used to analyses data presented by sensors. 
Information generated from sensors is stored within dataset 
as more and more information in terms of attributes are 
collected, size of dataset increases. The collected 
information is then analyzed for accuracy and future 
prediction. The demonstration associated with analysis 
process is listed as under. 
Rest of the paper is organized as :section 2 describes 
application of IoT in health care environment, section 3 
describes parameter collection mechanism, section 4 
describes approaches used to determine prediction accuracy 
for data collected through IoT, section 5 describes literature 
survey and comparison table and last section describes 
conclusion and future scope 

 

II.         IOT IN HEALTH CARE WITH 
APPLICATIONS 

[7], [8]IoT (Internet of Things) provide pervasive 
framework used to predict health status of persons. Variety 
of application domains that is associated with IoT including 
health care. Social and economic aspects are considered 
through IoT and hence are efficient for prediction purpose. 
In order to use IoT, state of the art network architecture is 
required. It is a vital component of IoT in health care. 
Backbone of IoT is supported through network architecture. 
It facilitates transmission and reception of health data. The 
network architecture is critical causing easy access platform 
for attributes collection. Effective network architecture 
causes social and economic benefits and also causes 
predictions which are accurate in nature. IoT network 
architecture along with issues tackled are given as under: 

 

Figure 1: Network Architecture for IoT Health care system 

[7], [8]Topology specifies physical equipments arrangement 
in IoT network. Topologies provide seamless health care 
environment achieved through distinct placement of 
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elements in network. Sensors used in the environment are of 
distinct type hence formed grid is heterogeneous in nature. 
Grid consisting of different types of sensors collects vital 
signs and sensor data such as temperature, blood pressure, 
electrocardiograms and oxygen levels forming topology 
associated with IoT network.  Figure 2 describes how grid is 
used for collection of enormous vital signs and convert 
heterogeneous grids into hybrid computing grids. The 
architecture of computing grid is as shown below. 

 

 Figure 2: IoT based ubiquitous Healthcare solution 

[1][10]  Applications of IoT in health care are of prime 
importance. Services are provided through the support of 
IoT and are consumed by consumer using application 
support environment provided by protocol suite supported 
by IoT. Allocation areas are interactively shown as under: 

 

Figure 3: IoT in health care environment 

Health care environment can involve single condition or 
clustered environment. Single condition indicates disease 

detection on the basis of single parameter list. The clustered 
condition indicates disease detection on the basis multiple 
parameters. To detect the disease number of techniques is 
devised. These techniques are prediction accuracy is listed 
through the following examples. 
Example 1: Consider sensors attached to human body and 
collecting information about person heart rate(X), blood 
pressure(Y) and Temperature (Z). Collected information 
forms a dataset of following structure in the form of time 
series 

Table 1: Dataset of persons records with ID, Time, X,Y and Z. 

ID Time X Y Z 
1 9:00 AM 120 150 100 
1 9:15 AM 123 144 99 
1 9:30 AM 122 146 101 
1 9:45 AM 124 145 100 
1 10:00 AM 123 146 99 
2 9:00 AM 121 150 102 
2 9:15 AM 125 141 101 
2 9:30 AM 126 142 105 
2 9:45 AM 121 149 99 
2 10:00 AM 120 156 98 

III. PARAMETER FETCHING MECHANISM  
The evaluation of Internet of Things greatly facilitates the 
diagnosis process of patients. [11]Suggests monitoring of 
records associated with patients is becoming possible with 
the utilization of IoT. In order to accomplish this task, 
[12][13]small IP based wireless sensor (Proximity sensors) 
is attached with the patient body. [14]Proposes sensor based 
sensing application that helps in monitoring the 
psychological parameter like heart rate and blood pressure 
remotely and frequently. The record so obtained can be 
stored over the cloud so that patient record can be retrieved 
as and when required. The proposed work studies the 
applications of the IoT in the field of health care along with 
management policies used to enhance security of records 
stored within cloud. 
 

A. COLLECTION OF PARAMETERS THROUGH IoT 
 
The parameters collection is integral part of health care. 
Collection of parameters is accomplished through sensors 
and organized in the form of tabular structure. [15], [16]as 
more and more data is collected Big Data is formed, it is 
organized to form dataset. The process of collecting 
parameters includes the sensors implanted on different parts 
of the body. The sensor produces information that are stored 
in the memory as person performs distinct activities. Overall 
organization of internet of things in parameters collection is 
organized  as follows: 
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Table 2: Parameter Collection Settings. 

 
PARAMETER COLLECTION “PLACEMENT OF SENSORS” ALONG 

WITH ITS TYPE 
            
Parameters 

Description Utilization Example 

 Human Body Devices attached 
inside or outside 
human body 

Devices used to maintain well 
being of humans. Applications 
include disease management, 
increased productivity etc. 

Home based 
environment 

Homes and Building 
where people live in 

Sensors used in security systems 

Business Store  Places where 
customers engage in 
transactions 

Stores, Banks, maul etc 
involving large number of 
people. 

Offices Place where 
intellectuals interact 
with each other for 
business 

Management of energy and 
security enhancement services 
in buildings 

Organization like 
factories, 
industries etc. 

Mostly used in 
production 

Places where repetitive work is 
done like in hospitals, inventory 
systems. 

Sites where actual 
work is done 

User specific 
customer 
environment 

Oil Mining and construction 
environment  

Cars and other 
moving vehicles  

System which work 
inside moving 
vehicles  

Vehicles including cars, jeeps 
etc used to monitor consumption 
of fuel. 

Urban 
Environment 

Cities Smart Cities 

Miscellaneous  Between Urban and 
rural area 

Including rail tracks , roads etc. 
used to detect blockage if any 

    
Collection of parameters collected through the above listed 
source form dataset. For detection of disease related to 
Activities, dataset from UCI website can be drawn. 
Parameters collected for disease detection is obtained by 
placing sensor over or inside the body. Next section 
describes techniques used to predict diseases through data 
obtained through sensors. 
 

IV. TECHNIQUES USED TO ANALYSE DATA 
COLLECTED THROUGH SENSORS 

A. IMPLICATION OF KNN 

The dataset can be analyzed by the use of K-nearest 
neighbor technique. Let the value of K=2 and implication is 
assigned on X, Y and Z. The test point of x is considered to 
be 120. Test point y is considered to be 143.The test point of 
z is 99. Then KNN generates 

 

 

 

Table 3:   KNN deviation results. 

Id X= ∑𝑋𝑋−120
𝑁𝑁

 Y=∑(𝑌𝑌 − 143)/𝑁𝑁 Z=∑(𝑍𝑍 − 99)/𝑁𝑁 

1 2.16 2.66 0.66 
2 2.16 4.83 2 
The decision boundary is created for detecting and 
forecasting purpose in case of KNN. The decision boundary 
is established by the use of rules. These rules are in the form 
of IF-THEN form. The threshold if assumed to be 2.5 for X, 
3 for Y and 1.5 for Z then X is falsified, person 2 is detected 
with disease corresponding to Y and Z. 

B. IMPLICATION OF EUCLIDEAN DISTANCE 

Euclidean distance is used to calculate the distance of noted 
dataset vales from the test point. The threshold value is 
compared with obtained value to determine anomalies. The 
test point of x is considered to be 120. Test point y is 
considered to be 143. 

Table 4: Euclidean Distance Results 

I
d 

X=

� (𝑋𝑋−𝑋𝑋𝑖𝑖)2

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑙𝑙𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇𝑖𝑖𝑇𝑇𝑜𝑜
 

Y=

� (𝑌𝑌−𝑌𝑌𝑖𝑖)2

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑙𝑙𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇𝑖𝑖𝑇𝑇𝑜𝑜
 

Z=

� (𝑍𝑍−𝑍𝑍𝑖𝑖)2

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑙𝑙𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑇𝑇𝑇𝑇𝑖𝑖𝑇𝑇𝑜𝑜
 

1 2.7 3.5  0.93 
2 2.7 5.53  3.12 
The threshold if assumed to be 2.5 for X, 3 for Y and 1.5 for 
Z then Person 1 is detected with Z, person 2 is detected with 
disease corresponding to X, Y and Z. The hybridization of 
KNN + Euclidean distance can be used in the future research 
for optimization.  

C. IMPLICATION OF ARIMA 

[17][18], [19] For accurate prediction of disease detection 
the Auto regressive moving average model is used. By using 
mathematical model the modification in time series are to be 
done in ARIMA. This model is based on adjustment of 
observed values. The goal is to obtain the differences of 
observed value and value obtained from the model close to 
zero. This model can predict accurately difference between 
the stationery and non stationery series. Working of this 
model is described through the following diagram : 
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Figure 4: Working of ARIMA model for Health prediction 

ARIMA model has multiple phases associated with it. This 
model can be merged with Euclidean distance and KNN for 
better performance in health prediction.  

V. LITERATURE SURVEY 

In  [20], gather the related data that show the significance of 
data mining in human services. As the measure of gathered 
health information is expanding altogether consistently, it is 
trusted that a solid examination instrument that is equipped 
for taking care of and dissecting huge wellbeing information 
is fundamental. The [21] proposes  developing requests on 
administration quality and cost regulation test the medicinal 
services associations around the globe. They are especially 
essential concerning regular sickness or restorative 
conditions. One technique that can be utilized to address 
these issues is the use of human services data frameworks 
for choice support and information 
administration.[22]suggests affiliation rules mining process 
empowers the end clients to break down, comprehend, and 
utilize the separated learning in a canny framework or to 
bolster the basic leadership forms. To discover significant 
affiliation rules from a substantial number of excess 
guidelines, this paper proposes a more profound mining 
process, multi-mode and high esteem affiliation rules 
mining. In [23]this paper, Data Mining is presented and in 
addition huge information in the system of Healthcare. 
Besides, the Data Mining for aggregated information is 
examined. Particularly , their complexities of the different 
ranges wellbeing and therapeutic research. At long last, 
machine learning calculations have been utilized as a part of 
request to study handling Healthcare 
information.[24]suggests development in the human services 

information has roused us in exploring vigorous and 
adaptable models for information mining. For Classification 
issues Information Gain (IG) based Decision Tree is one of 
the well-known decisions. Nonetheless, contingent on the 
way of the dataset, IG based Decision Tree may not 
generally perform well as it lean towards the characteristic 
with more number of particular esteems as the part 
quality.[25]Proposes an examination toolbox in view of 
open-source modules that encourage the investigation of 
wellbeing correlated datasets. We outline our system by 
giving a definite investigation of doctor and clinic appraisals 
information. Our method ought to demonstrate profitable to 
programming engineers, enormous information designers, 
healing center executives, strategy creators and 
patients.[26]suggests linkage between human services 
administration and distributed computing methods has 
drawn much consideration recently. Up to the present, most 
works concentrate on IT framework movement and the 
administration of disseminated social insurance information 
as opposed to exploiting data covered up in the information. 
In this paper, we propose to investigate social insurance 
information by means of cloud-based human services 
information mining administrations. Specifically, we 
propose a cloud-based medicinal services information 
digging structure for social insurance information mining 
administration improvement. Under such system, we 
additionally build up a cloud-based medicinal services 
information mining administration to foresee patients future 
length of remain in clinic.[27]Proposes Human services 
information is viewed as exceptionally critical to specialists 
in this field. Such data must be distributed with strategies 
that keep the personality of patients shrouded particularly 
when managing touchy data. Distributing such data makes it 
more powerless against aggressors. Accordingly, numerous 
procedures were proposed to safeguard the protection of 
medicinal services information. In this paper, we illustrated 
a review for the models and systems that are utilized for 
distributing information about patients.[28]discuss huge 
volumes of medicinal information are in effect persistently 
created, yet their esteem is extremely undermined by our 
powerlessness to make an interpretation of them into 
learning and, at last, activities. Information mining methods 
permit the extraction of already obscure fascinating 
examples from expansive datasets, yet their many-sided 
quality constrains their useful dispersion. Information driven 
examination is a multi-step prepare, in which social 
insurance experts define investigation objectives and survey 
extricated learning, while PC researchers handle the non-
trifling errand of driving the digger framework examination 
movement.[29]suggest keen on building a portable based 
BMI forecast framework utilizing Kinect and information 
mining methods with the goal that everyone can without 
much of a stretch screen their BMI wherever by taking a 
depiction of their face. The basis behind this is the instinct 
that there is a connection between the state of one's face and 
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one's BMI esteems, which individuals frequently follow up 
on while seeing a companion has either put on or shed 
pounds. 

A. COMPARISON OF LITERATURE REVIEW 
 
Table 5: Comparison of literature 

AUTHORS PARAMETERS DATA 
GATHERING 
MECHANISMS 

MERITS 
AND 
DMERITS 

[20], Accuracy Survey uses 
Electronic 
health record 

It is a survey 
paper 
describing 
advantages of 
many distinct 
techniques 
hence optimal 
approach can 
be selected for 
research.  
No new 
technique is 
suggested 
through this 
literature 

[21] ERROR RATE 
ACCURACY 

ELECTRONIC 
HEALTH 
RECORD 

It present a 
case study to 
be 
implemented 
in practical 
applications 
The specific 
environment is 
considered in 
which 
accuracy is an 
issue and can 
be further 
enhanced. 

[22] Accuracy Rule Based 
Approach 

Fast 
mechanism of 
data gathering 
is 
accomplished 
through 
proposed 
mechanism  
Accuracy 
however can 
further be 
improved. 

[23] Accuracy Clinical 
Decision 
Support System 

Data gathering 
is with 
accuracy but 
missing value 
are not 
handled 
 

[24] CORRELATION 
ACCURACY 

Correlation 
based Ratio 
Analysis 

Correlation is 
used hence 
specific 
information 
about health 
care is 
gathered 
efficiently 
Missing Value 
is not 
considered 

[25] Prediction 
Accuracy 

Open Dataset  Graphical 
interface is 
used hence 
visualization 
is better 
Missing value 
however is not 

considered. 
[26] Future Prediction Heterogeneous 

health care data 
Future 
prediction can 
be efficiently 
done 
Missing value 
are not 
handled 

[27] Accuracy  
Privacy 

Raw medical 
dataset 

Privacy is 
efficiently 
managed 
Missing value 
is not handled 

Findings from existing literature is listed as under  

1. Most of classifiers focuses on accuracy of 
classification without considering missing values 

2. In case missing values are introduced accuracy 
decreases substantially. 

3. Most probable values can be used to replace 
missing values to enhance accuracy which is 
missing in exiting literature. 

VI.  CONCLUSION AND FUTURE WORK 

Health prediction is critical for the early detection of 
disease. Large number of models is devised for this purpose. 
This paper described most proficient models used for 
prediction purpose. ARIMA model is multi objective model 
used to predict diseases. This model can be used to enhance 
accuracy in case missing values are detected within the 
dataset. Missing values can be handled using most probable 
value derived using Euclidean distance along with KNN in 
ARIMA.  
Accuracy can be enhanced through the hybridization of 
KNN and Euclidean distance in ARIMA.  
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