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Abstract: Travelling Salesman Problem (TSP) is one of the problems which is being widely used in transportation industry which its optimization would speed up services and increase customer satisfaction. In this paper, first, TSP is optimized using dynamic programming for Iran59 dataset and a dataset including 10 cities of Iran. Then this problem is solved using 5 meta-heuristic algorithms including Hill Climbing, Simulated Annealing, PSO, Ant Colony and Genetic Algorithm and performance of these algorithms is compared with the optimized solution. Comparison is performed in terms of optimal solution, execution time, and memory. Results show that simulated annealing and hill climbing stop at the local minimum and the proposed tour is longer than other methods. But other algorithms result in better solutions and GA achieves the optimal solution. Comparing the algorithms in terms of execution time shows that GA achieves the optimal solution in shortest time. Moreover, hill climbing method has the lowest memory consumption.
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I. INTRODUCTION

Travelling salesman problem was proposed by mathematicians, Carl Menger and Hustler Wietni in 1930 [1]. The problem is that a travelling salesman wants to visit a large number of cities and his goal is to find the shortest path; such that it passes all cities and each city is only passes once and finally returns to the starting point. An example of this problem is shown in Figure 1. In first part of Figure 1, there are 40 points which show cities and in part "B", the optimal path which the salesman should pass to visit all cities is represented.

TSP is one an NP-hard problem [1]. Complexity order of these problems is exponential which does not have an acceptable execution time. In solving such problems, obtaining certain solutions might require much more time than lifetime of the system.

Dynamic programming solutions are one of the best methods for solving such terms in terms of execution time and convert time order of the problem into polynomial form. Problem of dynamic programming problems is their memory consumption where in large problems, system cannot meet dynamic programming requirements.

Size and complexity of optimization problems like travelling salesman and real world problems, have attracted attentions of researchers towards meta-heuristic algorithms and local investigation to inspire from social intelligence of creatures [2]. Meta-heuristic algorithms try to obtain logical results in an acceptable time by consuming minimum memory. For example, approaches based on biology and social sciences like evolutionary algorithms, neural networks, swarm intelligence algorithms, genetic algorithm and etc have shown that they provide suitable solutions for different optimization problems. In this paper, dynamic programming method is used for solving TSP using different heuristic methods like GA, Hill Climbing, PSO, Ant colony and Simulated Annealing and the results are compared. Different algorithms are performed on Iran59 dataset including 59 cities and a smaller dataset including 10 cities of Iran and the results are compared.

The rest of this paper is organized as follows. Section 2 investigates previous works and related algorithms. Section 3 introduces heuristic algorithms, dynamic programming. The implementing and evaluating results obtained from algorithms are in section 4. Finally, section 5 concludes the paper.

II. RELATED WORKS

Several algorithms have been proposed to solve TSP. most of these algorithms are meta-heuristic algorithms and compute the approximate solution in a very short time. Travelling salesman problem is very similar to routing vehicles. Several algorithms are proposed to solve vehicle routing problem which can be used to solve TSP.

Mazidi et.al. have combined GA and Ant colony to solve vehicle routing problem. They have used ant colony to construct the initial population of the GA and have obtained better results compared to meta-heuristic algorithms like PSO [3].

Joshi et.al. have used ant colony algorithm to solve TSP. they have used 2-opt methods for local search and roulette wheel to select the next city. Results have shown that the proposed algorithm determines optimal paths among thousands of cities in shortest time with least cost [4].

Kanthavel et.al. have proposed PSO to solve vehicle routing problem. In this method, two nested optimization algorithms are used and the obtained results show that the proposed method performs better compared to other methods [5].
Sanchez et al. have solved TSP using GA on a GPU. The proposed method is implemented on GPU in parallel [6].

Tan et al. have solved vehicle routing problem through combining ant colony and heuristic methods which improve route. In the proposed method, an evaporation function is proposed for pheromones left by ants according to the found route which improves searching optimal paths by the ants [7].

Lei et al. have investigated vehicle routing problem with time constraint for delivering to each customer and random capacities and an algorithm is proposed for heuristic exploration depending on neighbor is proposed for routing[8].

Urrutia et al. have used stack data structure and dynamic programming to solve TSP. results show that optimal solutions are obtained [9].

Marinakis et al. have combined GA and PSO to obtain better results. In this paper, PSO principles are used to progress solution of GA. This results in better choices in selecting parents of GA and increases exploration in problem space [10].

Mazzeo et al. have implemented ant colony for vehicle routing with capacity constraint using meta-heuristic algorithms and the results are compared with other algorithms [11].

Yu et al. have proposed improved ant colony. Main idea of this paper is to increase pheromone. Pheromones increase according to weight of the path which the ant has passed [12].

### III. ALGORITHMS FOR SOLVING TRAVELLING SALESMAN PROBLEM

In this section, heuristic methods and dynamic programming method used to solve TSP are presented. In all methods, a vector including cities (no city is visited twice) where starting city is equal to final city is used and sequence of cities is represented. A solution can be seen in Equation (1).

\[
\text{Solution} = \text{vector}[\text{City}_0, \text{City}_1, ..., \text{City}_{n-1}, \text{City}_0]
\]

(1)

Purpose of solving this problem is to minimize the path passed by the salesman which can be seen in Equation (2).

\[
\text{Cost} = \min (\sum_{i=0}^{n-2} \text{Distance}(\text{vector}[i], \text{vector}[i+1]) + \text{Distance}(\text{vector}[n-1], \text{vector}[0]))
\]

(2)

A. Dynamic Programming Algorithm

One of the most widely used methods in designing algorithms is dynamic programming method. This method works on sub-problems like division method and division-based methods. When sub-problems do not overlap, the method performs well. Dynamic programming is widely used in optimization problems. Basic condition for using the method for calculating optimal case is known as optimality principle.

Optimality principle is to solve the problem optimally including optimal solution of all sub-problems. In other words, the problem should be such that upon finding its optimal solution, optimal solution of all sub-problems is also obtained. For example, in finding shortest path between two cities, path between origin and each node on the optimal path is the most optimal path between those cities [13].

In this paper, this algorithm is used to solve TSP, considering optimality principle and dynamic programming, it should be noted which sub-problem is suitable for this problem? It is assumed that we have started from city 1 and a few number of cities have been visited and now we are in city j. Best city should be selected considering that it has not been visited previously.

For a subset of cities \( S \subseteq \{1, 2, ..., n\} \), length of shortest path visited at S is shown with \( C(S, j) \) which has started from city 1 and has ended at city j. In this method, \( C(S, j) = \infty \) because the path could not have started from city 1 and ended at city 1. Now the sub-problems should be developed to achieve the main problem. After visiting city j, city i should be visited which is calculated based on length function represented in Equation 3.

\[
C(S, j) = \min\{C(S, i) + d_{ij} | i \in S, i \neq j\}
\]

(3)

In this equation, \( C(S, j) \) is size length of the path between city 1 and city j and \( d_{ij} \) is the length of path between city i and j. Figure 2 shows Psudo-code of the dynamic programming algorithm for TSP.

![Figure 2. Pseudo-code of the dynamic programming algorithm](image)

The number of sub-problems in this method is \( 2^n \times n \) and each sub-problem can be solved in a time in linear order. Therefore, cost of this method is equal to \( O(n^{n+2}) \).

B. Hill Climbing Algorithm

Hill climbing algorithm is one of the simplest local search algorithms. This algorithm starts from a random point in the search space as the initial solution and calculates the objective function. In the next step, neighbors of the initial solution are investigated. If a neighbor with lower value of objective function exists, it changes its location to that point and if there is no better neighbor, current location is selected as the optimal solution.

In this algorithm, search tree is not stored, thus data structure of the current node should only store state and value of the objective function. Hill climbing looks at current neighbors. Hill climbing is sometimes called Greedy local search because it selects a good neighbor without thinking about where to go. Hill climbing usually converges fast because it can improve bad state [14].

In order to solve TSP using hill climbing, it should be noted that due to inherent problems, this method might give local results which are different from real result, however this method can be used to obtain an acceptable result fast. Most important issue in hill climbing is to select the objective function which is considered for the travelling salesman through the passed route. It is obvious that shorter lengths are closer to the final result. Hill climbing algorithm used to solve TSP is shown in Figure 3.

![Figure 3. Hill climbing algorithm for TSP](image)
In this algorithm, memory is consumed for the current solution and the neighboring solution. As mentioned, size of each solution is equal to number of cities in the problem. Therefore it requires 2n memory where n is the number of cities.

C. Simulated Annealing Algorithm

This algorithm is inspired from Monte Carlo model (which is a relation between atomic structure, Entropy and temperature during annealing of a material) and it is shown in Figure 4. In this model, first temperature of the material is very high and it is lowered gradually to reach the balance temperature. It is very important that how fast is this temperature lowered and if it is lowered very quickly, material does not reach balance and faces some problems [15].

The idea of minimizing temperature is used to optimize TSP. In implementing this algorithm, first, a solution is created randomly [16].

In this equation, Max Iteration is number of iterations, where in this paper is 5000, TO is the initial temperature and TF is the final temperature which are 1000 and 1 respectively. In this algorithm, like hill climbing algorithm, memory is required for the current solution and the neighboring solution. Therefore, 2n memory is required where n is the number of cities.

D. Genetic Algorithm

The main idea of genetic algorithm is to transfer inherited characteristics by the genes. In this algorithm, solutions are known as chromosomes. Procedures of this algorithm include mutation (random changes in chromosomes) and crossover for combining two chromosomes in order to generate a new chromosome. This algorithm is shown in Figure 5.

In the next step, a neighbor of the initial solution is required for which local search is used. Using the probability in line 10 of the algorithm, neighboring solution is considered as the current solution, even if it does not improve the objective function. Thus, chance of being trapped in local minimum decreases. As time passes. Probability of accepting a solution which does not improve the objective function becomes lower. This process continues until stopping condition is satisfied. In this algorithm, a function called g(T) is used. This function is represented in Equation (4).

\[ g(T) = \frac{T_0 - T_f}{\text{Max Iteration}} \]
location and best location of the population [17]. Pseudo-code of solving TSP using PSO is shown in Figure 6.

<table>
<thead>
<tr>
<th>1. Procedure Particle Swarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Begin</td>
</tr>
<tr>
<td>3. For each particle</td>
</tr>
<tr>
<td>4. Initialize particle</td>
</tr>
<tr>
<td>5. For each particle</td>
</tr>
<tr>
<td>6. Calculate cost</td>
</tr>
<tr>
<td>7. If the cost is better than the best cost (pbest) in history</td>
</tr>
<tr>
<td>8. Set current value as the new pbest</td>
</tr>
<tr>
<td>9. Choose particle with best cost of all the particles as pbest</td>
</tr>
<tr>
<td>10. Update particle position</td>
</tr>
<tr>
<td>11. While maximum iterations or optimum result</td>
</tr>
<tr>
<td>12. End</td>
</tr>
</tbody>
</table>

Figure 6. PSO algorithm

F. Ant Colony Algorithm

Ant colony algorithm is a tool for solving TSP which was proposed by Durrigo et al in 1992. This algorithm which is an example of multi-operator systems is inspired from food finding behavior of real ants, where each operator is an artificial ant [18,19]. In general, in order to solve TSP using ant colony, 4 steps are required including: 1) initializing parameters including number of ants m, pheromone α, heuristic function operator β, pheromone evaporation ρ, amount of pheromone, maximum iteration. 2) construction solution space; that is each ant is located at several starting points, cities to be visited are computed and it continues until all cities are visited. 3) Updating pheromone; length of each path through which ants pass and record of the optimal solution in the current counter is calculated. 4) Determining stopping condition; determining whether number of iterations has reached its maximum or not. If it has not, one unit is added to counter and associated record is erased and returns to constructing the solution space. Otherwise, it is stopped. Output is the optimal solution. Pseudo-code of this procedure is shown in Figure 7.

<table>
<thead>
<tr>
<th>1. Procedure Ant Colony</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Begin</td>
</tr>
<tr>
<td>3. Set Parameter, initialize pheromone trails</td>
</tr>
<tr>
<td>4. While termination condition not met Do</td>
</tr>
<tr>
<td>5. Construct Ant Solution</td>
</tr>
<tr>
<td>6. Update Pheromones</td>
</tr>
<tr>
<td>7. End</td>
</tr>
</tbody>
</table>

Figure 7. Ant Colony Algorithm

IV. IMPLEMENTATION AND RESULT

All algorithms are implemented using C#. test data are extracted from two dataset including 59 and 10 cities, respectively. Results of the offered length for both datasets are shown in Figures 8 and 9. As can be seen, path length in GA is the same as length of the optimal path. Results obtained for different algorithms, is the average of 10 times executing the algorithm in 6s on test data.

In implementations, two factors are very important to achieve better results. Searching in the problem space (exploration) and searching around the intent solution (extraction) is done locally. The more these factors are balanced, better results are obtained. In simulated annealing algorithm, first a high temperature is considered and exploration is large but as temperature decreases, extraction becomes more. Therefore, first T is considered to be high and a cooling function is designed, which is used to lower the temperature gradually to obtain a high extraction. In hill climbing algorithm, since T is constant, it is selected empirically so that it has both extraction and exploration factors relatively. In GA, crossover operation is used to increase exploration and mutation operation looks for a better solution by performing local search on a solution, thus it performs extraction. In the ant colony algorithm, parameters α and β control extraction of the algorithm which are empirically selected as 1 and 2, respectively. In PSO, by changing weight of matrices, exploration and extraction are controlled. As can be seen in the results, GA and dynamic programing have given the best results but considering computation time, dynamic programing is not suitable and computation time of GA is better than other methods. Figures 10 and 11 show execution time of different algorithms for the two mentioned datasets.
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V. CONCLUSION

In this paper we investigated and compared performance of 5 heuristic algorithms and dynamic programming for solving travelling salesman problem. Dynamic programming is an accurate method, by heuristic methods are approximate which obtain the result in a shorter time. Considering that TSP is an NP-hard problem, using dynamic programming is time consuming and heuristic algorithms are used to obtain the optimal solution in a short time. Results of implementing 5 algorithms and dynamic programming shows that GA gives the best results. In terms of space required for memory, hill climbing has the least memory consumption. Therefore, in this paper, GA is proposed as the best algorithm for solving TSP. In future studies, performance of other algorithms like gravity search for solving TSP can be studied. In order to guarantee the results, similar experiments are performed on other standard data.
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