
Volume 5, No. 1, Jan-Feb 2014 

International Journal of Advanced Research in Computer Science 

RESEARCH PAPER 

Available Online at www.ijarcs.info 

© 2010-14, IJARCS All Rights Reserved                                                                                                                                                                                             145 

ISSN No. 0976-5697 

Peer To Peer Association in Content Distribution Network 

D.Amrita 
II- M. Tech, Department of IT, SNS College of Engineering, 

Coimbatore, India 

ambiamrita@gmail.com   

A.Aruna 
AP/IT, Department of IT,  

SNS College of Engineering,  
Coimbatore, India 

Abstract: The difficult issue of process and implementing an efficient law for load reconciliation in Content Delivery Networks (CDNs). We 
tend to base our proposal on a proper study of a CDN system, disbursed through the exploitation of a fluid flow model characterization of the 
network of SERVERS. Ranging from such characterization, we tend to derive and prove a lemma regarding the network queues equilibrium. 
This result's then lever- aged so as to plan a completely unique distributed and time-continuous rule for load reconciliation, that is additionally 
reformulated during a time-discrete version. The separate formulation of the projected reconciliation law is eventually mentioned in terms of its 
actual implementation during a real-world state of affairs. Finally, the general approach is valid by suggests that of simulations. 
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I. INTRODUCTION 

Content Delivery Network (CDN) represents a 
preferred and helpful resolution to effectively support rising 
net applications by adopting a distributed overlay of servers 
[1]. By replicating content on many servers, a CDN is 
capable to part solve congestion problems because of high 
shopper request rates, so reducing latency whereas at 
constant time increasing content accessibility. 
Usually, a CDN consists of an explicit server (called back-
end server) containing new information to be subtle, along 
side one or additional distribution servers, referred to as 
surrogate servers. sporadically, the surrogate servers area 
unit actively updated by the back-end server. Surrogate 
servers area unit usually wont to store static information, 
whereas dynamic info (i.e., information that amendment in 
time) is simply keep in a very tiny variety of back-end 
servers. In some typical eventualities, there's a server 
referred to as redirector, that dynamically redirects shopper 
requests supported designated policies. 

The most necessary performance enhancements derived 
from the adoption of such a network concern 2 aspects 1) 
overall system outturn, that is, the common variety of 
requests served during a amount (optimized additionally on 
the idea of the process capabilities of the offered servers); 2) 
interval practised by shoppers once supply an invitation. the 

choice method concerning these 2 aspects might be in 
contraposition. As associate degree example, a “better 
response time” server is sometimes chosen based mostly on 
geographical distance from the consumer, i.e., network 
proximity; on the opposite hand, the general system outturn 
is usually optimized through load equalization across a 
group of servers. Though the precise combination of things 
used by business systems isn't clearly outlined within the 
literature, proof suggests that the size is tipped in favor of 
reducing interval. 

A vital element of a CDN design is that the request 
routing mechanism. It permits to direct users’ requests for a 
content to the suitable server supported a mere set of 
parameters. The proximity principle, by means that of that 
an invitation is usually served by the server that's highest to 
the consumer, will typically fail. Indeed, the routing method 
associated with an invitation may take under consideration 
many parameters (like traffic load, bandwidth, and servers’ 
procedure capabilities) so as to offer the best performance in 
terms of time of service, delay, etc. moreover, a good 
request routing mechanism ought to be able to face 
temporary, and doubtless localized, high request rates (the 
alleged flash crowds) so as to avoid moving the quality of 
service perceived by alternative users.

 

 
Figure. 1.  Content Delivery Network. 

Depending on the network layers and mechanisms 
concerned within the method, typically request routing 
techniques will be classified in DNS request routing, 

transport-layer request routing, and application-layer request 
routing[2]. With a DNS-based approach, a specialized DNS 
server is in a position to produce a request-balancing 
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mechanism supported well-defined policies and metrics[3]. 
For each address resolution request received, the DNS 
server selects the foremost acceptable surrogate server 
during a cluster of accessible servers and replies to the 
consumer with each the chosen information science address 
and a time-to-live (TTL)[4]. The latter permits to outline a 
amount of validity for the mapping method. Typical 
implementations of this approach will offer either one 
surrogate address or a record of multiple surrogate 
addresses, within the last case departure to the consumer the 
selection of the server to contact (e.g., during a round-robin 
fashion). 

With application-layer request routing, the task of 
choosing the surrogate server is usually applied by a layer-7 
application, or by the contacted net server itself. 
Specifically, within the presence of a Web-server routing 
mechanism, the server will conceive to either serve or send a 
consumer request to an overseas node. Otherwise from the 
previous mechanism, that sometimes desires a centralized 
component, a Web-server routing answer is typically 
designed in a distributed fashion. Uniform resource locator 
revising and protocol redirection area unit typical solutions 
supported this approach. Within the former case, a contacted 
server will dynamically modification the links of embedded 
objects during a requested page so as to allow them to 
purpose to alternative nodes.  

In a similar manner, during this paper we have a 
tendency to initial style an acceptable load-balancing law 
that assures equilibrium of the queues during a balanced 
CDN by employing a fluid flow model for the network of 
servers. Then, we have a tendency to discuss the foremost 
notable implementation problems related to the planned 
load-balancing strategy. Finally, we have a tendency to 
validate our model in additional realistic eventualities by 
suggests that of ns-2 simulations. We have a tendency to gift 
a brand new mechanism for redirecting incoming consumer 
requests to the most acceptable server, so leveling the 
general system requests load. Our mechanism leverages 
native leveling so as to attain international leveling. This can 
be applied through a periodic interaction among the system 
nodes. 

 

II. RELATED WORK 

Request routing in a very CDN is typically involved 
with the problem of properly distributing consumer requests 
so as to realize load equalization among the servers 
concerned within the distribution network. Many 
mechanisms are planned within the literature. They'll 
typically be classified as either static or dynamic, de- 
unfinished on the policy adopted for server choice [5].Static 
algorithms choose a server while not looking forward to any 
info regarding the standing of the system at call time. Static 
algorithms don't would like any knowledge retrieval 
mechanism within the system, which suggests no 
communication overhead is introduced. These algorithms 
undoubtedly represent the quickest resolution since they are 
doing not adopt any subtle choice method. However, they're 
not capable to effectively face abnormal events like flash 
crowds. 

Dynamic load-balancing ways represent a sound 
various to static algorithms. Such approaches create use of 
data returning either from the network or from the servers so 
as to boost the request assignment method. The choice of the 
acceptable server is finished through a set and future 
analysis of many parameters extracted from the network 
parts. Hence, an information exchange method among the 
servers is required, that ineluctably incurs in a very 
communication overhead. 

Depending on however the hardware interacts with the 
opposite parts of the node, it's potential to classify the 
equalization algorithms in 3 basic models a queue-
adjustment model, a rate-adjustment model, and a hybrid-
adjustment model. In an exceedingly queue-adjustment 
strategy, the hardware is found when the queue and simply 
before the server. The hardware may assign the request 
force out from the queue to either the native server or a far 
off server counting on the standing of the system queues: If 
AN unbalancing exists within the network with reference to 
the native server, it'd assign a part of the queued requests to 
the foremost un- loaded remote server. During this means, 
the algorithmic program tries to equally balance the requests 
within the system queues. It's clear that so as to realize a 
good load equalization, the hardware has to sporadically 
retrieve data concerning remote queue lengths.

 

 
Figure.2.Localload-balancingstrategies.(a)Queue-adjustment.(b)Rate-adjustment.(c)Hybrid-adjustment 

In a rate-adjustment model, instead the hardware is 
found simply before the native queue: Upon arrival of a 
replacement request, the hardware decides whether or not to 
assign it to the native queue or send it to a far off server. 

Once an invitation is assigned to an area queue, no remote 
rescheduling is allowed. Such a method sometimes balances 
the request rate incoming at each node severally from this 
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state of the queue. No periodical data ex- modification, 
indeed, is requested. 

In a hybrid-adjustment strategy for load equalization, 
the hardware is allowed to regulate each the incoming 
request rate at a node and therefore the native queue length. 
Such AN approach permits to possess a additional 
economical load equalization during a very dynamic 
situation, however at a similar time it needs a additional 
advanced algorithmic program. Within the context of a 
hybrid-adjustment mechanism, the queue-adjustment and 
therefore the rate-adjustment could be thought of severally 
as a fine-grained and a coarse-grained method. Each 
centralized and distributed solutions gift execs and cons 
counting on the thought of situation and therefore the 
performance parameters evaluated.  

In the following, we are going to describe the foremost 
common algorithms used for load equalization in an 
exceedingly CDN. Such algorithms are going to be thought 
of as benchmarks for the analysis of the answer we tend to 
propose during this paper. The only static algorithmic 
program is that the Random equalization mechanism 
(RAND). In such a policy, the incoming requests area unit 
distributed to the servers within the network with a 
consistent chance. Another well-known static resolution is 
that the spherical Robin algorithmic program (RR). This 
algorithmic program selects a special server for every 
incoming request in an exceedingly cyclic mode. Every 
server is loaded with a similar range of requests while not 
creating any assumption on the state. 

The Least-Loaded algorithmic program (LL) could be a 
well-known dynamic strategy for load equalization. It 
assigns the incoming shopper re- quest to the presently least 
loaded server. Such AN approach is adopted in many 
business solutions. Sadly, it tends to speedily saturate the 
smallest amount loaded server till a replacement message is 
propagated [6]. Different solutions will believe interval to 
pick out the server: The request is assigned to the server that 
shows the quickest interval. 

The Two Random decisions algorithmic program (2RC) 
at random chooses 2 servers and assigns the request to the 
smallest amount loaded one between them. A changed 
version of such AN algorithmic program is that the Next-
Neighbor Load Sharing. rather than choosing 2 random 
servers, this algorithmic program simply at random selects 
one server and assigns the request to either that server or its 
neighbor supported their several masses (the least loaded 
server is chosen)[7]. 

III. LOAD-BALANCED CDN: MODEL 
FORMULATION 

In this section, we'll introduce a continual model of a 
CDN infrastructure, accustomed style a unique load-
balancing law. The CDN is thought-about as a collection of 
servers every with its own queue. We tend to assume a fluid 
model approximation for the dynamic behavior of every 
queue. We tend to extend this model additionally to the 
CDN system. Such approximation of a random system[8]. 

Actually, this approximation can not be exploited 
during a real scenario: The requests arrive and leave the 
server at distinct times, thence during a given quantity, a 
distinct variety of re- quests arrives at and departs from 
every server within the system case during a real packet 
network wherever the process of incoming requests isn't 

continuous over time. For this reason, within the following 
of this section, we tend to target the management law 
delineate. The target is to derive AN algorithmic program 
that presents the most options of the planned load-balancing 
law and arrives at a similar ends up in terms of system 
equilibrium through correct reconciliation of servers’ 
hundreds, as assessed by Lemma. 

IV. DISTRIBUTED LOAD-BALANCING 
ALGORITHM 

In this section, we would like to derive a brand new 
distributed algorithmic program for request reconciliation 
that exploits the results conferred in Section III. 1st of all, 
we tend to observe that it's a tough task to outline a 
technique in  an exceedingly real CDN surroundings that's 
fully compliant with the model planned. As a primary 
thought, such a model deals with continuous-time systems, 
that isn't precisely the up to the traffic received at node from 
node if no requests square measure lost throughout the 
redirection method. 

A. Algorithm Description: 
The enforced algorithmic program consists of 2 

freelance parts: a procedure that's to blame of change the 
standing of the neighbors’ load, and a mechanism 
representing the core of the algorithmic program, that is to 
blame of distributing requests to a node’s neighbors 
supported[9]. Within the pseudo code of the algorithmic 
program is rumored. 

Even though the communication protocol used for 
standing in-formation exchange is key for the reconciliation 
method, during this paper we are going to not specialize in 
it. Indeed, for our simulation tests, we tend to enforce a 
selected mechanism: we tend to extended the protocol with a 
brand new message, called CDN, that is sporadically 
changed among neighboring peers to hold data concerning 
this load standing of the causing node. Naturally, a typical 
update interval ought to be adopted to ensure 
synchronization among all interacting peers. For this 
purpose, variety of different solutions may be place into 
place, that square measure all the same out of the scope of 
the work. 

Every seconds, the server sends its standing data to its 
neighbors and, at an equivalent time, waits for his or her 
data. When a well-defined interval, the server launches the 
standing up- date method. We tend to suppose all the 
knowledge concerning peers’ load is already accessible 
throughout such a method. 

V. SYSTEM EVALUATION 

A. Balancing Performance: 
The simulations for the comparative analysis are 

distributed victimization the constellation. We suppose to 
own ten servers connected within the overlay, yet as ten 
shoppers, every of them connected to one server. we have a 
tendency to model every server as Associate in Nursing 
M/M/1 queue with service rate ,and the generation requests 
from consumer as a Poisson method with arrival. 

Though during this section, we tend to completely wish 
to produce a quantitative analysis of the answer planned 
with relevance the present algorithms. We'll demonstrate 
that the results herein achieved will be extended to larger 
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scale topologies because of the high quantifiability of our 
resolution. We tend to enforced each the Random (RAND) 
and therefore the spherical Robin (RR) static algorithms, 
moreover because the Least Loaded (LL) and the 2 Random 
selections (2RC) dynamic algorithms to create a comparison 
to our resolution [Control-Law leveling (CLB)].  

Then, for every algorithmic program, we tend to initial 
evaluated every server’s queue length behavior over time, 
along side the common price among all servers. Such a 
parameter represents a wonderful indicator of the request 
distribution degree achieved by the CDN. Another necessary 
parameter is the interval (RT), that evaluates the potency of 
the algorithmic program in terms of end-user’s satisfaction. 
For such a parameter, we tend to evaluated each the 
common price and the quality deviation.  

We additionally introduce Associate in Nursing 
Unbalancing Index to estimate the aptitude of the algorithms 
to effectively balance requests among the accessible servers. 
Such Associate in Nursing index is computed because the 
variance of queue lengths of all the servers over time; 
clearly, the lower such price, the higher the leveling result. 
Finally, since a number of the planned mechanisms give 
multiple redirections, we tend to additionally thought of a 
parameter related to communication overhead because of the 
redirection of one request. Such a parameter is computed 
because the quantitative relation of requests because of 
redirections to the general number of requests injected into 
the system. 

For sure, static mechanisms give worse performance 
since servers’ queue lengths exhibit unpredictable behaviors 
because of a scarcity of data concerning the $64000 standing 
of the server masses. On the opposite hand, dynamic 
mechanisms give higher behaviors, and particularly, our 
resolution clearly achieves the simplest performance since it 
limits each the quantity of nut queued requests and their 
oscillations over time, so reducing the impact on delay 
disturbance. This confirms the effectiveness of the pro- 
posed mechanism, moreover as its capability to fairly 
distribute load among the servers. crowd. 

 
Figure. 3.  Simulation topology 

On the opposite hand, the LL and therefore the CLB 
approaches each react quite effectively to the transient 
abnormal conditions by quickly transportation back queue 
occupancies to their steady-state levels[10]. However, this 
can be achieved by the CLB with a lot of honest leveling 
among the accessible servers, because it is more confirmed 
by the analysis of the unbalancing index in Table V. In fact, 
in such a table we tend to report the values of the 
unbalancing index analysis for each the conventional and 
therefore the flash-crowd situations. We tend to entails all 
over again the low degree of unbalancing exhibited by our 

resolution with relevance the evaluated counterparts. Such a 
result confirms that the algorithmic program provides 
Associate in Nursing optimized leveling mechanism. 

B. Scalability analysis: 
Before providing the testing results, we tend to 

concisely discuss the quantifiability properties of the 
algorithmic program in terms of overhead introduced by the 
standing update method. By adopting a neighborhood 
knowledge exchange, we are able to significantly cut back 
the number of overhead the rate for every interval with 
Associate in Nursing increasing variety of nodes[5].  

Furthermore, the aptitude of our resolution to properly 
scale is additionally evaluated by Associate in 
Nursingalyzing the impact of an increasing request load on 
the CDN in terms of interval, which, as already 
aforementioned, will represent a awfully sensible live of the 
standard of expertise of the CDN users. Particularly, we've 
got more and more in- rumpled the request rate whereas 
maintaining a hard and fast service rate the least bit servers 
within the network. Moreover, we've got additionally 
thought of increasing constellation sizes. We've got adopted 
Associate in Nursing initial request rate and a service rate. 

VI. DISCUSSION ON POTENTIAL TUNING 
STRATEGIES 

A. Effects of Queue Threshold on Algorithm 
Performance: 

The algorithmic rule we have a tendency to devise tends 
to balance load within the CDN, severally from the very fact 
that a particular server won't be full at an exact purpose in 
time. Simulation results have shown that time interval 
figures continuously crush the opposite algorithms we have 
a tendency to analyzed. notwithstanding, with our approach, 
as long as a server has neighbors with lower load, incoming 
re- quests square measure redirected among them even once 
the server itself is below loaded. Therefore, redirections will 
happen terribly often, which could have a sway on time 
interval. we have a tendency to thence determined to guage 
the chance of higher putting the balance between equalizing 
queue occupancies at the servers on one aspect and reducing 
the quantity of redirections on the opposite. With this aim in 
mind, we have a tendency to designed our machine in such 
some way on impose a lower limit on the queue length, 
below that no redirection mechanism is applied. With this 
configuration in situ, we have a tendency to ran a full new 
set of simulations and derived the most performance 
analysis figures. 

We've got then meted out a full new set of simulations 
when having introduced the chance to expressly impose a 
limit on the general quantity of redirections that every server 
will build. Supported the on top of thought concerning the 
request redirection frequency, we have a tendency to expect 
that a redirection threshold over the detected certain of eight 
would prove virtually useless within the situation analyzed. 

VII. CONCLUSION AND FUTURE WORK 

Presented a unique load-balancing law for co- operative 
CDN networks. We tend to 1st outlined a model of such net- 
works supported a fluid flow characterization. We tend to 
therefore rapt to the definition of associate degree 
algorithmic rule that aims at achieving load equalization 



D.Amrita et al, International Journal of Advanced Research In Computer Science, 5 (1), Jan–Feb, 2014,145-149 

© 2010-14, IJARCS All Rights Reserved                                                                                                                                                                                             149 

within the network by removing native queue instability 
conditions through distribution of potential excess traffic to 
the set of neighbors of the full server. 

VIII. REFFERENCES 

[1]. H. Yin, X. Liu, G. Min, and C. Lin, “Content delivery 
networks: A Bridge between emerging applications and 
future IP networks,” IEEE Netw., vol. 24, no. 4, pp. 52–56, 
Jul.–Aug. 2010. 

[2]. A. Barbir, B. Cain, and R. Nair, “Known content network 
(CN) re- quest-routing mechanisms,” IETF, RFC 3568 
Internet Draft, Jul. 2003 [Online]. Available: 
http://tools.ietf.org/html/rfc3568 

[3]. T. Brisco, “DNS support for load balancing,” IETF, RFC 
1794 In- ternet Draft, Apr. 1995 [Online]. Available: 
http://www.faqs.org/rfcs/ rfc1794.html 

[4]. D. M. Dias, W. Kish, R. Mukherjee, and R. Tewari, “A 
scalable and highly available Web server,” in Proc. IEEE 
Comput. Conf., Feb. 1996, pp. 85–92. 

[5]. V. Cardellini, E. Casalicchio, M. Colajanni, and P. S. Yu, 
“The state of the art in locally distributedWeb-server 

systems,” Comput. Surveys, vol. 34, no. 2, pp. 263–311, Jun. 
2002. 

[6]. M. Dahlin, “Interpreting stale load information,” IEEE 
Trans. Parallel Distrib. Syst., vol. 11, no. 10, pp. 1033–1047, 
Oct. 2000. 

[7]. C.-M. Chen, Y. Ling, M. Pang, W. Chen, S. Cai, Y. Suwa, 
and O. Altintas, “Scalable request routing with next-neighbor 
load sharing inmulti-server environments,” in Proc. IEEE 
Int. Conf. Adv. Inf. Netw. Appl., Mar. 2005, vol. 1, pp. 441–
446. 

[8]. C. V. Hollot, V. Misra,D. Towsley, andW.Gong, “Analysis 
and design of controllers for AQM routers supporting TCP 
flows,” IEEE Trans. Autom. Control, vol. 47, no. 6, pp. 945–
959, Jun. 2002. 

[9]. C. V. Hollot, V. Misra, D. Towsley, and W. bo Gong, “A 
control theoretic analysis of red,” in Proc. IEEE INFOCOM, 
2001, pp. 1510–1519. 

[10]. Z. Zeng and B. Veeravalli, “Design and performance 
evaluation of queue-and-rate-adjustment dynamic load 
balancing policies for distributed networks,” IEEE Trans. 
Comput., vol. 55, no. 11, pp. 1410–1422, Nov. 2006.

 
 

http://tools.ietf.org/html/rfc3568�
http://www.faqs.org/rfcs/�

