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Abstract: Regression testing is the process of validating the modified software to provide confidence that the changed parts of the software 
behave as intended and that the unchanged parts of the software have not been adversely affected by the modifications. Researchers have 
proposed many techniques for the different regression testing aspects. In this paper, we review the work which has been done so far in the 
field of regression testing. In addition, we will organize the surveyed techniques into categories according to the regression testing aspects.

I. INTRODUCTION 

Regression testing is the process of validating modified 
software to provide confidence that the changed parts of the 
software behave as intended and that the unchanged parts 
of the software have not been adversely affected by the 
modifications. Both during development and after 
deployment, software is modified for several reasons, 
including bug fixing, functionality enhancement, and 
adaptation to changes in the software’s operating 
environment. One of the most expensive activities that 
occur as the software is modified and enhanced is the 
(re)testing of the software after it has changed. This process 
is known as regression testing. Because regression testing 
is expensive, researchers have proposed techniques to 
reduce its cost.  One approach reduces the cost of regression 
testing by reusing the test suite that was used to test the 
original version of the software. Rerunning all test cases in 
the test suite, however, may still require excessive time. An 
improvement is to reuse the existing test suite, but to apply 
a regression test selection technique to select an appropriate 
subset of the test suite to be run. 

Regression testing has been used during the 
development and maintenance of a software product to 
assist software-testing activities and guarantee the 
attainment of adequate quality through various versions of 
the software product [1]. Regression testing permits to test 
modified software to provide confidence that no new errors 
are introduced into previously tested code [2]. 

In regression testing, a set of tests is executed whenever 
modification is done on a part of software. New output is 
compared with the old ones to prevent unwanted changes. 
Other parts of software are considered to be unaffected by 
the changes made on one part of the software if the new 
output matches with the old output. 

Regression testing is the re-execution of a particular 
subset of tests that has been formerly performed. In 

regression testing, the number of regression tests increases 
with the progress of integration testing, and executing each 
test for every program function whenever changes occur is 
both impractical and inefficient. Regression test suites are 
often simply test that software engineers have previously 
developed, and that have been saved so that they can be 
used later to perform regression testing [3]. 

The rest of the paper is organized as follow: Section 2 
surveys the regression test selection techniques. Section 3 
discusses the test case prioritization techniques. Section 4 
introduces the test suite augmentation techniques. Section 5 
reviews change-identification techniques and computing 
program differences techniques. Section 6 surveys GA 
based regression testing techniques. Section 7 gives the 
conclusion. 

II. REGRESSION TEST SELECTION 
TECHNIQUES 

Regression test selection techniques attempt to reduce 
the cost of regression testing by selecting and running only 
a subset of the test cases in an existing test suite to ensure 
that changed parts behave as intended and the changes did 
not introduce unexpected faults. While this approach may 
lessen the cost of performing regression testing, it is quite 
difficult to find a balance between the time required to 
select and run test cases and the fault detection ability of the 
remaining test cases [4]. Although safe test selection 
techniques do exist [5], the amount of work required to 
prove that the subset of test cases exposes the same number 
of faults as the full test suite is difficult in some instances. 

The main objective of selecting test cases that need to be 
rerun is to identify regression test cases that exercise 
modified parts of the system. This is referred to as safe 
regression testing as, it identifies all test cases in the 
original test set that can reveal one or more faults in the 
modified program [6]. Several safe regression-test-selection 
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techniques have been developed and proved to reduce the 
size of regression test suite effectively. One of them is for 
Java software [7], which uses a combination of static and 
dynamic (using a profiler) analysis to produce a model, 
Java Interclass Graph (JIG), which is then used in the safe 
regression-test selection (RTS) algorithm to select only 
those tests which are modification revealing. Since this 
method uses dynamic analysis, which requires the 
application to be run in a single Java Virtual Machine 
(JVM), this technique cannot be applied in any Web 
Service environment. 

Regression test selection techniques are either code-
based or model-based. Code-based techniques use the 
information obtained from two different versions of the 
code to analyze the change impact and select the tests. In 
the case of model based techniques, change information is 
obtained through two versions of models constructed during 
the requirements analysis phase or system design phase. 
Code based techniques, [6-10], are very specific to the 
programming language used to develop the code. Chianti 
[11] and JDiff [9] are comprehensive techniques for 
managing changes in Java programs. Chianti selects 
regression tests after analyzing the change impact analysis, 
whereas JDiff performs only change impact analysis. As 
both these tools analyze the changes at statement level and 
are specific to Java programming language, hence, they are 
neither generic nor efficient. Model-based techniques [12-
15] are based on UML design models used during the 
design phase of the system. 

Few regression test selection techniques are software 
specifications-based [16-19]. These specification based 
techniques are generally meant for specific software such as 
API testing. Hence, there is a need to develop an approach 
for selection of regression test suite based on software 
requirements to validate software applications that are 
being modified. 

Chen et al. [20] have developed a regression test 
selection technique based on the idea of detecting modified 
code entities such as functions, variables, types, and 
preprocessor macros. Test cases that have traversed 
modified code entities form the selected test suite. This 
technique has been implemented in a tool called "Test 
Tube", which has been developed around existing analysis 
tools, namely app (the Annotation Preprocessor for C [21]) 
and CIA (the C Information Abstractor [22]).  

Rothermel and Harrold [23] define a framework for 
comparing different regression test selection methods, 
based on four characteristics: Inclusiveness (the ability to 
choose modification revealing tests), Precision (the ability 
to eliminate or exclude tests that will not reveal behavioral 
differences), Efficiency (the space and time requirements of 
the method) and Generality (the applicability of the method 
to different classes of languages, modifications, etc.).  

Rothermel and Harrold [5] have developed a regression 
test selection technique that is based on the idea of creating 
control flow graphs (CFGs) to represent, and compare, P 
and P', where P is original program and P' is modified 
program.  The nodes in the CFG contain actual program 
statements. During the execution of P, a list of all the edges 
traversed by each test case is maintained. The CFGs are 
compared by simultaneously traversing the nodes of each 

graph and looking for differences in either (i) the contents 
of a node, or (ii) the contents of succeeding nodes. When 
differences are detected, the test cases that have traversed 
the edges associated with these nodes are selected. 

Rothermel and Harrold technique supports both 
intraprocedural and interprocedural analysis and is capable 
of detecting, with good precision, modification traversing 
test cases. Two different prototype tools, DejaVu1 (for 
intraprocedural analysis) and DejaVu2 (for interprocedural 
analysis) have been developed to analyze C programs. The 
authors have used these prototype tools on a large software 
system with encouraging results. However, as they point 
out, they were not able to instrument, or run their 
implementation, on about 15% of the procedures. 

Fisher II et al. applied the data flow based regression 
test selection approach for test re-use in spreadsheet 
programs [24]. Fisher II et al. proposed an approach called 
What-You-See-Is-What-You-Test (WYSIWYT) to provide 
incremental, responsive and visual feedback about the 
testedness of cells in spreadsheets. The WYSIWYT 
framework collects and updates data flow information 
incrementally as the user of the spreadsheet makes 
modifications to cells, using Cell Relation Graph (CRG). 
Interestingly, the data flow analysis approach to re-test 
spreadsheets is largely free from the difficulties that the 
approach has used to test procedural programs, because 
spreadsheet programs are purely based on data flow and not 
on control flow information. This makes spreadsheet 
programs an ideal candidate for a data flow analysis 
approach. 

Koju et al. [10] have proposed a technique for 
regression test selection based on the Microsoft 
Intermediate Language (MSIL). Their technique is based on 
the one developed by Harrold et al. [7] for Java. They 
present control flow graphs to handle .Net-specific features 
such as delegate and present a class hierarchy analysis 
technique to support the regression test selection. 

Malhotra et al. [25] have proposed a technique, which is 
an extension of earlier regression test selection and 
prioritization techniques. They implemented this technique 
and validated it with the help of two case studies. Unlike 
other techniques, this technique identifies test cases that 
execute the modified lines of source code at least once and 
selects those test cases that execute the lines of source code 
after deletion of lines from the execution history of the test 
cases The results showed that the technique can 
significantly reduce the cost and resources for performing 
regression testing on modified programs. 

Chen et al. [26] have introduced a semi-supervised 
clustering method, namely semi-supervised Kmeans 
(SSKM) to improve cluster test selection. SSKM uses 
limited supervision in the form of pairwise constraints: 
Must-link and Cannot-link. These pairwise constraints are 
derived from previous test results to improve clustering 
results as well as test selection results. The experiment 
results illustrate the effectiveness of cluster test selection 
methods with SSKM. Two useful observations are made by 
analysis. (1) Cluster test selection with SSKM has a better 
effectiveness when the failed tests are in a medium 
proportion. (2) A strict definition of pairwise constraint can 
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improve the effectiveness of cluster test selection with 
SSKM. 

 

III. TEST CASE PRIORITIZATION 
TECHNIQUES 

Regression test prioritization techniques attempt to 
ascertain earlier release of faults in the test execution phase 
and execution of higher priority tests earlier than lower 
priority tests in the regression testing process by 
rearranging the execution of test suite and rearranging 
regression test suite, respectively [16]. General test case 
prioritization and version specific test case prioritization 
are two types of test case prioritization. Without any 
knowledge of the modified version of a given program P, 
the test cases in a given test suite T that will be useful over 
a series of subsequent modified versions of P are generally 
prioritized by test case prioritization. The knowledge of the 
changes that have been made in P when P is modified to P' 
are taken into account in version specific test case 
prioritization for prioritizing the test cases in T, [27]. A 
broad range of objectives can be addressed by test case 
prioritization. When the time required to run all test cases 
in the test suite is sufficiently long, the benefits offered by 
test case prioritization methods become more significant 
[28]. 

Several researchers have addressed the test case 
prioritization problem and presented techniques for 
handling it. Test case prioritization techniques reported in 
[29, 30] orders test cases such that the test cases with 
highest priority, according to some criterion, are executed 
first. Test case prioritization can address a wide variety of 
objectives [31]. For example, concerning coverage alone, 
testers might wish to schedule test cases in order to achieve 
code coverage at the fastest rate possible in the initial phase 
of regression testing, to reach 100% coverage soonest or to 
ensure that the maximum possible coverage is achieved by 
some pre–determined cut–off  point. In the Microsoft 
Developer Network (MSDN) library, the achievement of 
adequate coverage without wasting time is a primary 
consideration when conducting regression tests [32]. 
Furthermore, several testing standards require branch 
adequate coverage, making the speedy achievement of 
coverage an important aspect of the regression testing 
process. 

Srivastava and Thiagarajan [33], studied a prioritization 
technique that is based on the changes that have been made 
to the program and focused on the objective function of 
“impacted block coverage”. Other non–coverage based 
techniques in the literature include fault–exposing–
potential (FEP) prioritization [31], history–based test 
prioritization [34], and the incorporation of varying test 
costs and fault severities into test case prioritization [35, 
36]. 

Saff and Ernst [37-39] considered test case prioritization 
for Java in the context of continuous testing, which used 
spare CPU resources to continuously run regression tests in 
the background as programmer codes. They combined the 
concepts of test frequency and test case prioritization, and 

reported that continuous prioritized testing can reduce 
waste of development time. 

Do et al. [40] has discussed that the rate of fault 
detection of JUnit test suites could be substantially 
improved and differences in terms of earlier studies that 
could be associated with the language and testing paradigm 
could be revealed by test case prioritization. They have 
presented a set of cost-benefits models for test case 
prioritization to analyze the practical consequences of these 
results and demonstrated that the perceived effectiveness 
differences could lead to savings in practice that vary 
considerably with the cost factors related to the specific 
testing processes. 

Test case prioritization has also been done based on the 
relevant slices. Jeffry and Gupta in [41] proposed a 
prioritization technique based on the coverage requirements 
present in the relevant slices of the outputs of test cases. 
However, these prioritization techniques are based on 
different sources of information, such as history of recent or 
frequent errors and test cost, code coverage information, 
and have not considered test suite time. 

Li et al. [42] studied five search techniques: two meta–
heuristic search techniques (Hill Climbing and Genetic 
Algorithms), together with three greedy algorithms (Basic 
Greedy, Additional Greedy and 2–Optimal Greedy) and 
proved that Genetic Algorithms performed well in test case 
prioritization. 

Srivastava [3] has presented test case prioritization 
algorithm to compute average faults discovered per minute. 
Using an Average Percentage of Faults Detected (APFD) 
metric result demonstrating the effectiveness of the 
algorithm has been presented. Calculating the effectiveness 
of prioritized and non-prioritized cases by means of APFD 
has been its main objective. 

Krishnamoorthi and Mary [43] have proposed a system 
level test case prioritization (TCP) model from software 
requirement specification to increase user satisfaction with 
increased quality software at decreased cost and increase 
rate of critical defect detection. The proposed prioritization 
technique has been credibly proved to improve rate of 
severe fault detection when validated using two diverse 
validation techniques and experimented in three stages with 
student projects and two sets of industrial projects Jyoti et 
al. [27] have proposed a model for version specific 
regression testing to achieve 100% code coverage 
optimally. Modified lines covered by the test case based 
priority value have been used for prioritization of test cases. 

Kavitha and Sureshkumar [44] have proposed an 
algorithm that performs rate of fault detection and fault 
impact based prioritization of test cases. Experimental 
results using an Average Percentage of Faults Detected 
(APFD) metric have demonstrated that more effective 
severe fault identification at earlier stage of the testing 
process could be obtained by the proposed algorithm for 
prioritized test cases compared to unprioritized ones.  

Kavitha and Sureshkumar [45] have proposed an 
algorithm to prioritize the regression testing test cases. In 
order to prioritize the test cases, some of the factors to be 
calculated. These factors are used in the prioritization 
algorithm. The factors are (1) customer assigned priority of 
requirements, (2) developer-perceived code implementation 
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complexity, (3) changes in requirements, (4) fault impact of 
requirements, (5) completeness and (6) traceability (7) 
Execution time etc,. Based on these factors, a weight age is 
assigned to each test case in the software. According to the 
weight age assigned, the test cases are prioritized. The 
prioritization is based on sorting the test case according to 
its weights. Focusing only on the particular test cases based 
on the prioritization will reduce the computation cost and 
time. From the implementation results and APFD metric, 
the performance of the proposed method is evaluated. 

Raiyani and Pandya [46] have presented the various 
types of test case prioritization techniques and their 
classifications, explaining selective and prioritizing test 
cases and search algorithms for test case prioritization. At 
the end, they discussed the approaches which may be used 
to compare various regression testing techniques and 
challenges faced by these approaches. 

IV. TEST SUITE AUGMENTATION 
TECHNIQUES 

Test-suite augmentation (TSA) is an area that is closely 
related to the selective-retest techniques just presented, but, 
to date, has received less attention than those techniques. 
TSA techniques use information about the changes from a 
program P to a modified version P' to identify criteria for 
retesting the changes. These criteria can then be used to (1) 
assess the test suite used to test P', which consists of T' and 
any new test cases developed, and (2) guide the selection of 
new test cases that are needed to adequately test P' with 
respect to the changes. Like selective-retest techniques, 
TSA techniques create models of P and P', assess the 
differences between them, and use these differences to 
compute what we call change-test requirements according 
to some criterion. (A test suite that satisfies the computed 
change-test requirements is said to be change adequate.) 
Many TSA techniques use differences in entities between P 
and P' as the criterion. These entities include data-flow [47-
49], control-flow [5, 50], and both data-flow and control-
flow [51-53]. 

Yoo and Harman [54] presented a study of test data 
augmentation. They experiment with the quality of test 
cases generated from existing test suites using a heuristic 
search algorithm. 

Four recent papers [55-58] specifically address test suite 
augmentation. Two of these [55, 57] present an approach 
that combines dependence analysis and symbolic execution 
to identify test requirements that are likely to exercise the 
effects of changes, using specific chains of data and control 
dependencies to point out changes to be exercised. A 
potential advantage of this approach is a fine-grained 
identification of coverage needs; however, the papers 
present no specific algorithms for generating test cases. A 
third paper [56] presents a more general approach to 
program differencing using symbolic execution, that can be 
used to identify  requirements more precisely than [55, 57] 
and yields constraints that can be input to a solver to 
generate test cases for those requirements. However, this 
approach is not integrated with reuse of existing test cases.  

The test suite augmentation approach presented in [58] 
integrates an RTS technique [5] with an adaptation of the 

concolic test case generation approach presented in [59]. 
This approach leverages test resources and data obtained 
from prior testing sessions to perform both the 
identification of coverage requirements and the generation 
of test cases to cover them. 

V. CHANGE IDENTIFICATION TECHNIQUES 

One of the major difficulties in software maintenance is 
to identify changes and their impact automatically, since it 
is very difficult to keep track of the changes when a 
software system is modified extensively by several persons. 
This capability becomes even more crucial when the 
modifications are performed by one group of persons and 
regression testing is performed by another group of persons.  

A. Types of Code Changes: 
Types of code changes are explained as follows: 

a. Data change: Any datum (i.e., a global variable, a local 
variable, or a class data member) can be changed by 
updating its definition, declaration, access scope, access 
mode and initialization. In addition, adding new data 
and/or deleting existing data are also considered as data 
changes.  

b. Method/function change: A function can be changed in 
various ways, which can be classified into three types: 
component changes, interface changes, and control 
structure changes. 

a) Adding, deleting, or changing a predicate, 
Component changes include: 

b) Adding, deleting a local data variable, and  
c) Changing a sequential segment.  

a) Adding, deleting, or modifying a branch or a loop 
structure, and 

Control structure changes include: 

b) Adding, or deleting a sequential segment.  

The interface of a function consists of its signature, 
access scope and mode, its interactions with other functions 
(for example, a function call). Any change on the interface 
is called an interface change of a function.  

Interface changes: 

c. Class change: Direct modifications of a class can be 
classified into three types: Component changes, 
interface changes and relation changes.  
Any change on a defined/ redefined member function or 

a defined data attribute is known as a component change. 
A change is said to be an interface change if it adds, or 

deletes a defined/redefined attribute, or changes its access 
mode or scope.  

A change is said to be a relation change if it adds, or 
deletes an inheritance, aggregation or association 
relationship between the class and another class.  
d. Class library change: These include:  

a) Changing the defined members of a class. 
b) Adding, or deleting a class and its relationships with 

other classes. 
c) Adding, or deleting a relationship between two 

existing classes. 
d) Adding, or deleting an independent class.  
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B. Computing Program Differences Techniques: 
Several techniques and tools for comparing source files 

textually (e.g., the UNIX diff utility) [60] have been 
proposed. However, these techniques have shortcomings. 
Textual differencing may report changes that have no effect 
on program semantics or syntax, such as the addition of a 
method that is never called and modifications in comments 
and white spaces, and do not consider changes in program 
semantics indirectly caused by textual modifications. 

Horwitz's approach [61] computes both syntactic and 
semantic differences between two programs using a 
partitioning algorithm. Horwitz's technique is based on the 
program representation graph (PRG). Because PRGs are 
defined only for programs written in a language with scalar 
variables, assignment statements, conditional statements, 
while loops, and output statements only, the technique is 
limited and cannot be used in general. In particular, it 
cannot be applied to object-oriented programs. 

Laski and Szermer [50] presented an algorithm that 
computes program differences by analyzing the control-flow 
graphs of the original and modified versions of a program. 
Their algorithm localizes program changes into clusters, 
which are single-entry, single-exit program fragments. 
Clusters are reduced to single nodes in the two graphs and 
are then recursively expanded and matched. Their control-
flow graph representation does not model the object-
oriented behaviors properly; thus, their algorithm may not 
compute accurate change information for object-oriented 
programs. For example, their algorithm cannot detect a 
difference at a call site that may invoke a method that has 
just been added in the modified version due to method 
overriding. Moreover, their algorithm for matching clusters 
has limited capability and may compute imprecise results. 
Their algorithm uses only the entry statements of two 
clusters to determine whether the two clusters are matched. 
If only the entry of one cluster in the modified version is 
changed, their algorithm may report that none of the 
statements in the cluster is matched. Their algorithm also 
does not allow matching of clusters at different nested 
levels. Thus, it may compute imprecise results. 

Semantic diff [62], compares two versions of a program 
procedure-by-procedure, computes a set of input-output 
dependencies for each procedure and identifies the 
differences between two sets computed for the same 
procedure in the original and the modified programs. 
However, semantic diff is performed only at the procedure 
level and may miss changes that, although not affecting 
input-output dependencies, have inter-procedural side 
effects. Moreover, input-output dependencies are typically 
expensive to compute, so the approach is likely to have 
scalability issues when applied to medium and large 
programs. 

Kung et al. [63, 64] introduced a class firewall concept 
to support program change and impact analysis based 
different class dependence relationships in object-oriented 
software. Using the class firewall concept, engineers can 
identify changed and affected classes based on class 
dependency, and perform class re-testing and re-integration 
using a strategy known as test orders. This method is useful 

only when a complete picture about class dependence 
relationships in object-oriented software is available. 

BMAT (binary matching tool) [65] performs matching 
on both code and data blocks between two versions of a 
program in binary format. BMAT uses a number of 
heuristics to find matches for as many blocks as possible. 
Being designed for the purpose of program profile 
estimation, BMAT does not provide information about 
differences between matched entities. Moreover, BMAT 
does not compute information about changes related to 
object-oriented constructs, such as method overriding or 
changes in class hierarchy. 

Maletic and Collard’s approach [66] is a text-based 
program differencing technique. Their technique 
transforms C/C++ source files into a format called srcML 
that makes program structures more explicit than raw 
source code and leverages diff to compare the srcML 
representations for the original and modified versions of the 
source code. (srcML is an XML-based format that 
represents the source code annotated with syntactic 
information.) The results of the comparison are then post-
processed to create a new XML document, also in srcML 
format, with the additional XML tags that indicate the 
common, inserted, and deleted XML elements. Their 
approach utilizes available XML tools to ease the process of 
extracting change-related information. However, the 
technique is limited by the fact that it still relies on line-
based differencing information obtained from diff. 

Apiwattanapong et al. [67] presented a technique for 
comparing object-oriented programs that identifies both 
differences and correspondences between two versions of a 
program. The algorithm is based on a method-level 
representation that models the object-oriented features of 
the language. Given two programs, their algorithm 
identifies matching classes and methods, builds a 
representation for each pair of matching methods, and 
compares the representation to identify similarities and 
differences. Empirical results show the efficiency and 
effectiveness of the technique on a real program.  

There is a tool that was written by Iqbal [68]  called 
ClassDiff that takes as an input two versions of the class 
file, analyzes them to identify changed methods and fields 
and then outputs those entities to an XML file for that 
specific class file. Changes can be of the following types 
[68]: 
i. Changes in a super class that the class inherits from; 

ii. Changes in interfaces that the class implements; 
iii. Changes in an access flag of the class; 
iv. Changes in methods; 
v. Changes in fields. 

VI. USING GAs IN REGRESSION TESTING 

In the test case prioritization using GAs, the 
prioritization criterion is based on fitness function of 
population and genetic operators [69]. 

Li et al. [42] have proved experimentally that genetic 
algorithms (GAs) perform well for test case prioritization. 
The benefits of code coverage based prioritization 
techniques are measured using a weighted average of the 
percentage of faults detected (APFD), average percentage 
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block coverage (APBC), average percentage decision 
coverage (APDC) and average percentage statement 
coverage (APSC). 

Krishnamoorthi and Mary [70] have proposed a GA 
based test case prioritization method. A superior rate of 
fault detection when compared to rates of randomly 
prioritized test suites has been obtained when the new suite 
that consists of subsequences of the original test suite 
prioritized by the proposed technique is executed within a 
time-constrained execution environment. Test cases have 
been prioritized utilizing structurally based criterion by the 
experiment and the GA has been analyzed with regard to 
effectiveness and time overhead. The effectiveness of the 
new test case orderings have been calculated using an 
Average Percentage of Faults Detected (APFD) metric. 

Xu et al. [71] discussed the use of GA in test suite 
augmentation, identified several factors that impact the 
effectiveness of this approach, and presented the results of 
an empirical study exploring the effects of one of these 
factors: the manner in which existing and newly generated 
test cases are utilized by the GA. this results reveal several 
ways in which this factor can influence augmentation 
results, and reveal open problems that researchers must 
address if they wish to create augmentation techniques that 
make use of genetic algorithms. 

Sujata et al. [72] have proposed an approach useful in 
black box environment. This approach is based on 
requirements based test case prioritization using GA. The 
main idea of this approach is to find the most severe faults 
early in the testing process and hence to improve the quality 
of the system according to customer point of view. 

Kaur and Goyal [73] have proposed a GA to prioritize 
the regression test cases on the basis of complete code 
coverage. The results representing the effectiveness of the 
proposed algorithm are presented with the help of an 
Average Percentage of Code Covered (APCC) metric. 

VII. CONCLUSION 

Regression testing is the process of validating the 
modified software to provide confidence that the changed 
parts of the software behave as intended and that the 
unchanged parts of the software have not been adversely 
affected by the modifications. Researchers have proposed 
many techniques for the different regression testing aspects. 
In this paper, we reviewed the work which has been done so 
far in the field of regression testing. In addition, we 
organized the surveyed techniques into categories according 
to the regression testing aspects. 
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